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What are the 
nuclear PDFs? 

ONE* way of describing how the partons behave 
in a nucleon bounded in a nucleus 

(in the collinear factorized approach)

The big questions: what?

*check I. Vitev’s talk (Wednesday afternoon session) for a medium 
modified DGLAP approach
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The big questions: why?

What are they for?
describe data like these:

initial state for HIC

contribute to proton PDFs (flavour decomposition)
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through global fits to data

The big questions: how?

 1) Select the data 

 2) Write the (n)PDFs at some initial scale (Q0) in terms of free parameters

How do we get them? (I)

f p/A
i (x, Q2

0 , A) = F(x, Q2
0 , A)

f p
i (x, Q2

0)Ri(x, A)

f p
i (x, Q2

0) ⊗ Ri(x, A)

f p/A
i (x, Q2

0 , A)

neural network

3) Give values to the parameters 

4) Determine the distributions at the experimental scales (Q) DGLAP   5/35



The big questions: how?

How do we get them? (II)

fA
i (x, Q2, A) =

Zf p/A
i (x, Q2) + (A − Z)f n/A

i (x, Q2)
A

5) Use isospin symmetry to construct the nPDFs

6) Write the theoretical predictions using 5)  

7) Construct a quantity that estimates the “goodness” of the description 

8) Change the parameters until the fit is “good enough” 

9) Use the best fit parameters and generate grids for public use
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Careful!

disclaimer: 

(almost) every step 
implies a choice 

and each choice  has an 
impact
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e+A and p(d)+A experiments ~1212 data points*
* average of newest nPDFs analyses

Careful!
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σ red = F2 –
y2

1 + (1 – y)2 FL

Careful!

most data from DIS*

*check C. Keppel’s talk (Tuesday morning) for an overview of DIS
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Fig. 6. The present result for F~z2 a/F~2 compared to the NMC results published in Ref. [3] (obtained at 
90 GeV) and to the result obtained by dividing the lff2a/FD ratio by lff2/F ~ (both obtained at 200 GeV and 
published in Ref. [2] ). The errors were treated as uncorrelated. The error bars represent the statistical and 
systematic uncertainties added in quadrature. The relative normalisation uncertainty between the different data 
sets, not included in the error bars shown, is 0.7%. 
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Fig. 7. Comparison of the NMC and 
(Ca /D) / (C /D) ,  taken from Ref. [26]. 
Ref. [2,3] already shown in Fig. 6 (I-l). 
from Ref. [26]. The errors of the E665 
results include the present ones on Ca/C 
Ref. [31 ( r l ) .  F2Pb/F~: the NMC results 
for C/D of Ref. [2]. 

E665 results. (a) F~Z2a/F~2: the E665 points were obtained as 
The NMC points include the present results (o) and those from 
F~b/lff2: the E665 points were obtained as (Pb /D) / (C /D) ,  taken 
results were assumed to be uncorrelated. (b) lff2a/FD: the NMC 
divided by the C/D data of Ref. [2] (o) and the Ca/D results of 
(e) were obtained from the present ones on Pb/C divided by those 

W e  p a r a m e t r i s e d  the  A d e p e n d e n c e  o f  the  da ta  in  the  f o l l o w i n g  ways:  
( i )  W e  used  the  c o n c e p t  o f  the  "e f fec t ive  n u m b e r "  o f  n u c l e o n s  in the  nuc leus  def ined  

as A '~ = O'rA/O'z,N, w h e r e  O':,A is the  p h o t o n - n u c l e u s  cross  sec t ion  and  O':,N is the  
p h o t o n - n u c l e o n  c ross  sec t ion .  F o l l o w i n g  the  ana lys i s  o f  the  E 1 3 9  data,  a fit to 

New Muon Collaboration, Nucl.Phys. B481 (1996) 3

σ red = F2 –
y2

1 + (1 – y)2 FL

dσA

dσA′�
≈

FA
2

FA′ �
2

Careful!

most data from DIS*

*check C. Keppel’s talk (Tuesday morning) for an overview of DIS
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Careful!

data might be also sensitive to proton PDFs 

error treatment 

initial scale chosen for the evolution  

how to solve DGLAP 

treatment of heavy flavours (heavy flavour scheme) 

perturbative order 

strong coupling constant 

χ2 definition and determination of uncertainties 

final state effects 

…
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Careful!

the interpretation of your 
result(s) will most likely be 
affected by at least one of 

these points*

* read the paper carefully and in case of doubt consult your 
favourite nPDF phenomenologist

11/35



SET DSSZ
(PRD85, 074028)

nCTEQ15 
(PRD93, 085037)

KA15
(PRD93, 014026) 

EPPS16 
(EPJ C77, 163)

nNNPDF1.0
(EPJ C79, 471)

d 
a 
t 
a 

t 
y 
p 
e

e-DIS yes yes yes yes yes
D-Y yes yes yes yes no

pions yes yes no yes no
ν-DIS yes no no yes no
EW no no no yes no

jets no no no yes no

# data points 1579 740 1479 1811 451

χ2 1545 587 1696 1789 305.82

Q02 (GeV2) 1 1.69 2 1.69 1
Q2min (GeV2) 1 4 1 1.69 3.5
W2min (GeV2) ——— 12.25 ——— ——— 12.5

accuracy NLO NLO NNLO NLO NLO & NNLO
proton PDF MSTW2008 CTEQ6.1 JR09 CT14NLO NNPDF3.1
deuteron no yes/no ? no no

flavour separation? no valence no yes no

Current sets of nPDFs

W2 = M2
N + Q2(1/x − 1) leaves out high-x, low Q data 12/35



FA,(LO)
2 = x[ 2

9
Σ + ( Z

3A
−

1
6 )T3 +

1
18

T8]

eigenstates of 
DGLAP

+ assuming isospin symmetry, we have, below the charm 
production threshold

T3 = u + ū − (d + d̄)
Σ = u + ū + d + d̄ + s + s̄

T8 = u + ū + d + d̄ − 2(s + s̄)

Current sets of nPDFs
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FA,(LO)
2 = x[ 2

9
Σ + ( Z

3A
−

1
6 )T3 +

1
18

T8]

eigenstates of 
DGLAP

+ assuming isospin symmetry, we have, below the charm 
production threshold

T3 = u + ū − (d + d̄)
Σ = u + ū + d + d̄ + s + s̄

T8 = u + ū + d + d̄ − 2(s + s̄)

Σ +
1
4

T8

in nNNPDF1.0 the second term is neglected  

gluon and the combination                    are fitted 

Assumptions are needed for compliance with LHAPDF 
format (                                  )*u = d, ū = d̄ = s = s̄

* not a limitation of the method, but of applying the method to such 
a reduced data set

Current sets of nPDFs
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d2σ(LO)

dxdQ2
∝

4
9

(u + ū) +
1
9

(d + d̄ + s + s̄)
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d2σ(LO)
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∝

4
9
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1
9

(d + d̄ + s + s̄)

PRD93 (2016) no.8, 085037

Current sets of nPDFs
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EPJ C79, 471

Σ = u + ū + d + d̄ + s + s̄

T8 = u + ū + d + d̄ − 2(s + s̄)

Current sets of nPDFs
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Current sets of nPDFs
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Impact studies with data

Impact studies with data

use a purely statistical method to see the impact of 

new data, while avoiding to do a new fit 

different re-weighting methods, equivalent as long as 

some care is taken 
Paukkunen and P.Z., JHEP 1412 (2014) 100
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Impact studies with data: EW bosons and jets

Armesto, Paukkunen, Penín, Salgado, P.Z., 
EPJ C76 (2016) no.4, 218

Figure 10. Impact of the LHC Run I data on the nPDFs of EPS09 (left) and DSSZ (right) before
(black/grey) and after the reweighting (red/light red), for valence (upper panels), sea (middle
panels) and gluon (lower panels) distributions at Q2 = 1.69GeV2, except the DSSZ gluons that are
plotted at Q2 = 2GeV2.

p-Pb will also still appear (at least CMS inclusive jets, W production from ATLAS) and

many of the data sets used here are only preliminary.

5 Summary

In the present work we have examined the importance of PDF nuclear modifications in

describing some p-Pb results from Run I at the LHC, and the impact that the considered

data have on the EPS09 and DSSZ global fits of nPDFs. We have found that while some

– 16 –

W+, W-, Z, jets, dijets, 
charged hadrons
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Impact studies with data: EW bosons and jets*

Armesto, Paukkunen, Penín, Salgado, P.Z., 
EPJ C76 (2016) no.4, 218

Figure 10. Impact of the LHC Run I data on the nPDFs of EPS09 (left) and DSSZ (right) before
(black/grey) and after the reweighting (red/light red), for valence (upper panels), sea (middle
panels) and gluon (lower panels) distributions at Q2 = 1.69GeV2, except the DSSZ gluons that are
plotted at Q2 = 2GeV2.

p-Pb will also still appear (at least CMS inclusive jets, W production from ATLAS) and

many of the data sets used here are only preliminary.

5 Summary

In the present work we have examined the importance of PDF nuclear modifications in

describing some p-Pb results from Run I at the LHC, and the impact that the considered

data have on the EPS09 and DSSZ global fits of nPDFs. We have found that while some

– 16 –

Eur. Phys. J. C (2017) 77 :488 Page 23 of 24 488

(a) (b)

Fig. 31 Continuation of Fig. 30

4 Conclusions

We have presented a comprehensive study of vector boson
production (W ± , Z ) from lead collisions at the LHC. This
LHC lead data is of particular interest for a number of reasons.

1. Comparisons with LHC proton data can determine
nuclear corrections for large A values; this is a kine-
matic {x, Q2} range very different from nuclear correc-
tions provided by fixed-target measurements.

2. TheW ± , Z lead data are sensitive to the heavier quark fla-
vors (especially the strange PDF), so this provides impor-
tant information on the nuclear flavor decomposition.

3. Improved information on the nuclear corrections from the
LHC lead data can also help reduce proton PDF uncer-
tainties as fixed-target nuclear data is essential for distin-
guishing the individual flavors.

Predictions from the recent nCTEQ15 nPDFs are gen-
erally compatible with the LHC experimental data; how-
ever, this is partially due to the large uncertainties from both
the nuclear corrections and the data. We do see suggestive
trends (for example W ± production in pPb at large yℓ+ )
which may impose influential constraints on the nPDF fits
as the experimental uncertainties are reduced. Intriguingly,
the large rapidity W/Z data seem to prefer nuclear PDFs
with no or delayed shadowing at small x , similar to what has
been observed in ν-Fe DIS. This observation was validated

by our reweighting study that demonstrated the impact of the
W/Z pPb data on nPDFs.

The uncertainties of the currently available data are rela-
tively large, and correlated errors are not yet available. For-
tunately, we can look forward to more data (with improved
statistics) in the near future as additional heavy ion runs are
scheduled.

While the above reweighting technique provides a pow-
erful method to quickly assess the impact of new data, there
are limitations. For example, the reweighting method can-
not introduce or explore new degrees of freedom. Thus, if
the original fit imposes artificial constraints (such as linking
the strange PDF to the up and down sea distributions), this
limitation persists for the reweighted PDF [41].

Most importantly, our correlation study (Sect. 2.4) demon-
strated the importance of the strange distribution for the vec-
tor boson (W/Z ) production at the LHC, possibly even point-
ing to a nuclear strangeness asymmetry (s(x) > s̄(x)). The
comparison of the two flavor and five flavor results illus-
trates how flavor decomposition and nuclear corrections can
become entangled. Therefore, it is imperative to separately
control the strange PDF and the nuclear correction factor
if we are to obtain unambiguous results. The investigations
performed in this paper provide a foundation for improv-
ing our determination of the PDFs in lead, especially the
strange quark component. Combining this information in a
new nCTEQ fit across the full A range can produce improved
nPDFs, and thus yield improved nuclear correction factors.
These improved nuclear correction factors, together with the

123

Kusina, Lyonnet, Clark, Godat, Jezo, 
Kovarik, Olness, Schienbein, Yu, 
EPJ C77 (2017) no.7, 488

W+, W-, Z, jets, dijets, 
charged hadrons

W+, W-, Z

*check talks by E. Chapon and A. Bylinkin 
(Tuesday afternoon), and C. Andrés 
(Thursday afternoon) for more info
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Impact studies with data: heavy mesons

Kusina, Lansberg, Schienbein and Shao, PRL 121 (2018) no.5, 052004

based on the data-given method of Lansberg and Shao, EPJ C77, 1 (2017)

x ≃ 0.1. This can be seen in Figs. 1(e) and 1(f) where the
error band after reweighting is smaller and more clearly
separated from unity. The analyzed LHC heavy quark
(onium) data cover the x region 7 × 10−6 ≲ x≲ 0.1. It is an
interesting question how much of the antishadowing can be
explained by direct data constraints in the region x≲ 0.1
and how much of the effect is indirectly driven by the

momentum sum rule correlating a strong suppression at
small x with an enhancement in the antishadowing region.
We leave this question open for a future publication.
Finally, we consider the global coherence of the HF

constraints with other data (to be) included in nPDF global
fits. We do it with nCTEQ15 of which 2 of us are authors.
We thus have all the data at hand. First, let us observe that

FIG. 1. Selected RpPb results before and after reweighting for (a) prompt D 0, (b) prompt J=ψ , (c) B → J=ψ , (d) ϒð1SÞ as well as the
final reweighted nPDF uncertainties (e) nCTEQ15 and (f) EPPS16 with constraints from both RpPb vs PT;H and yc:m:s:;H data. The shown
experimental data are from Refs. [89,93,94,99,100]. The error bands due to nPDF uncertainty are given at 68% C.L.

PHYSICAL REVIEW LETTERS 121, 052004 (2018)

052004-4
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Impact studies with data: heavy mesons
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Figure 12. The EPPS16 (left) and nCTEQ15 (right) nuclear modifications for bound-proton PDFs
in Pb nucleus before (EPPS16 blue, nCTEQ15 purple), after reweighting with the LHCb data with
PT > 3 GeV (EPPS16 red, nCTEQ15 blue), and including all data points (dotted curves). The
results are shown at Q2 = 1.69 GeV2 (upper panels) and at Q2 = 10 GeV2 (lower panels).

di↵erent values of x2 (momentum fraction in nucleus) to the D0 cross section in figure 13.

These distributions are based on full NLO GM-VFNS calculation with EPPS16 including the

convolution with fragmentation functions. The results are compared to distributions from

a “matrix-element fitting” approach similar to the one introduced in ref. [78] and applied

in ref. [48] to study the impact of the LHCb data on nPDFs. In the latter method the

squared matrix element |M|
2 for D-meson production is parametrized and the parameters

are fitted to data from p+p collisions assuming that the only contribution is gluon-gluon

initiated 2 ! 2 scattering. The parameters used for the result in figure 13 are obtained

from ref. [78] but the correspondence is not guaranteed to be exact since the details of

the applied two-body phase space are not explicitly defined in the reference. However,

the main point here is that the assumed x1,2 dependence which, together with PDFs,

dictates the shape of the x distributions is rather trivial, of the form |M|
2
/ x1x2. The x

distributions from the full NLO GM-VFNS calculation are shown for PT-integrated case

with and without the lower cut of PT > 3 GeV. As expected, the D0 meson production

at forward rapidities is indeed sensitive to small-x region reaching down to 10�5 in the

– 21 –

Eskola, Helenius, Paakkinen and Paukkunen,  arXiv:1906.02512 [hep-ph] 
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Work in progress & ideas

Work in progress and ideas
study the impact of semi-inclusive data on the initial state densities 

Sato, Andrés, Ethier, Melnitchouk 
[JAM Collaboration], 
arXiv:1905.03788 [hep-ph]

Q2 = m2
cRs =

s + s̄
ū + d̄

TuJu19 nuclear fit in FONLL-C scheme using xFitter  
                                                                                         M. Walt et al., in preparation
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DIS NC and DIS CC data (CDHSW and CHORUS)

own proton pdf set as baseline (based on DIS NC and DIS CC proton data)

TuJu19

ū = d̄ = s̄ Δχ2 = 40

preliminary

preliminary
22/35



Impact studies for future colliders

Impact studies for EIC/LHeC
General overviews of the colliders on Friday by E. 

Sichtermann (EIC) and N. Armesto (LHeC) 

all based on pseudo data and machine/detector 

simulations 

using re-weighting techniques or re-fitting 

standard fit observables (inclusive and semi-inclusive 

DIS, jets, etc)
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Measurements with A ≥ 56 (Fe):
eA/μA DIS (E-139, E-665, EMC, NMC) 
JLAB-12
νA DIS (CCFR, CDHSW, CHORUS, NuTeV)
DY (E772, E866)
DY (E906)
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Rept.Prog.Phys. 82 (2019) no.2, 024301
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Aschenauer, Fazio, Lamont, Paukkunen, PZ, PRD96 (2017) no.11, 114005

observables: reduced cross-section                    
pseudo-data using CT10 NLO proton PDFs + EPS09 nPDFs
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Klasen, Kovarik, Potthoff, PRD95 (2017) no.9, 094013 

Klasen and Kovarik, PRD97 (2018) no.11, 114013

Impact studies for future colliders: EIC
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Figure 6.2. Comparison between the nNNPDF1.0 NLO fit (solid red line and shaded band) and the
fits where “low energy” (solid blue line and shaded band) and “high energy” (solid green line and shaded
band) EIC pseudo-data have been added. The the quark combination ⌃ + 1

4T8 (left panels) and gluon
(right panels) ratios with respect to the corresponding A = 1 distribution are shown at Q2 = 10 GeV2

for 12C (top panels) and 197Au (bottom panels) nuclei.

7 Summary and outlook

In this work, we have presented a first determination of the parton distribution functions of
nucleons bound within nuclei using the NNPDF methodology. Using as experimental input all
available measurements on neutral-current deep-inelastic nuclear structure functions, we have
determined the nuclear gluon g, the quark singlet ⌃, and the quark octet T8 for a range of
atomic mass numbers from A = 2 to A = 208. We find an excellent overall agreement with the
fitted experimental data, with stable results with respect to the order of the perturbative QCD
calculations. While the quark distributions are reasonably well constrained for x ⇠> 10�2, the
nuclear gluon PDFs are a↵ected by large uncertainties, in particular for heavy nuclei.

From the methodological point of view, the main improvement with respect to previous
NNPDF fits has been the implementation of TensorFlow to perform stochastic gradient descent
with reverse-mode automatic di↵erentiation. The application of SGD for the �2 minimization
has lead to a marked performance improvement as compared to the evolutionary-type algorithms
used so far in NNPDF. Two other related developments in this study have been the use of a
single neutral network to parameterize the nPDFs rather than multiple networks, and the fitting
of the preprocessing exponents rather than their determination from an iterative procedure.

As opposed to other nPDF analyses, the nNNPDF1.0 set is determined with the boundary
condition imposed at the minimization level so that the baseline proton PDFs (NNPDF3.1)
are reproduced both in terms of their central values and, more importantly, their uncertainties.
Moreover, we have applied this constraint in a fully consistent way, since the proton PDF baseline
has been determined using the same fitting methodology and theoretical settings. We have shown
that this A = 1 constraint results in a significant reduction of the nPDF uncertainties, especially
for low-A nuclei, and therefore represents a vital ingredient for any nPDF analysis.

By using nNNPDF1.0 as a baseline, we have also quantified the impact of future e+A
measurements from an Electron-Ion Collider by exploiting the projections generated in Ref. [13].
We have demonstrated that the EIC measurements of inclusive nuclear structure functions would

42

Abdul Khalek, Ethier, Rojo [NNPDF Collaboration], EPJ C79 (2019) no.6, 471
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*check I. Borsa’s talk (Wednesday afternoon)
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Great for e+p, 
maybe we can do 

this for e+A?*
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Impact studies for LHeC

J.Phys. G39 (2012) 075001
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NC

CC

Paukkunen [LHeC study Group], PoS DIS 2017 (2018) 109
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EPPS16 with 
more flexible 

shape at low x
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Summary

Summary
all sets give NICE descriptions of the data
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The apparent disagreement of these datasets can be more clearly understood with the visual
comparison between data and theory.

In Fig. 5.2 we display the structure function ratios FA
2
/FA0

2
measured by the EMC and

NMC experiments and the corresponding theoretical predictions from the nNNPDF1.0 NLO fit.
Furthermore, in Figs. 5.3 and 5.4 we show the corresponding comparisons for the Q2-dependent
structure function ratio F Sn

2
/FC

2
provided by the NMC experiment, and the data provided by

the BCDMS, FNAL E665, and SLAC-E139 experiments, respectively.
In the comparisons shown in Figs. 5.2–5.4, the central values of the experimental data points

have been shifted by an amount determined by the multiplicative systematic uncertainties and
their nuisance parameters, while uncorrelated uncertainties are added in quadrature to define the
total error bar. We also indicate in each panel the value of �2/Ndat, which include the quadratic
penalty as a result of shifting the data to its corresponding value displayed in the figures. The
quoted �2 values therefore coincide with those of Eq. (3.9) without the A = 1 penalty term.
Lastly, the theory predictions are computed at each x and Q2 bin given by the data, and its
width corresponds to the 1-� deviation of the observable using the nNNPDF1.0 NLO set with
Nrep = 200 replicas. Note that in some panels, the theory curves (and the corresponding data
points) are shifted by an arbitrary factor to improve visibility.
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Figure 5.2. Comparison between the experimental data on the structure function ratios FA
2 /FA0

2 and the
corresponding theoretical predictions from the nNNPDF1.0 NLO fit (solid red line and shaded band) for
the measurements provided by the EMC and NMC experiments. The central values of the experimental
data points have been shifted by an amount determined by the multiplicative systematic uncertainties
and their nuisance parameters, and the data errors are defined by adding in quadrature the uncorrelated
uncertainties. Also indicated are the �2/Ndat values for each of the datasets.

As expected by the �2 values listed in Table 5.1, the experimental measurements agree
well with the structure function ratios computed using the nNNPDF1.0 sets, apart from the
three observables mentioned previously. For the FNAL data, the disagreement comes from
datasets that contain a total of 3 data points with larger uncertainties than other experimental
measurements, and therefore do not significantly impact the fit results.

A similar argument can be made for the Sn/D ratio from the EMC experiment, which has
�2/Ndat = 2.22. Here the lack of agreement between theory and data can be traced to the low-x
region of the structure function ratio. Such a deviation can also be seen in the recent nCTEQ
and EPPS analyses, and can be attributed to a possible tension with the Q2 dependent ratio
Sn/C presented in Fig. 5.3. While the comparison here is with carbon and not deuterium, the
nuclei are relatively close in mass number and therefore the e↵ects in the ratio are expected to
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As expected by the �2 values listed in Table 5.1, the experimental measurements agree
well with the structure function ratios computed using the nNNPDF1.0 sets, apart from the
three observables mentioned previously. For the FNAL data, the disagreement comes from
datasets that contain a total of 3 data points with larger uncertainties than other experimental
measurements, and therefore do not significantly impact the fit results.

A similar argument can be made for the Sn/D ratio from the EMC experiment, which has
�2/Ndat = 2.22. Here the lack of agreement between theory and data can be traced to the low-x
region of the structure function ratio. Such a deviation can also be seen in the recent nCTEQ
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Summary

several nPDFs sets available, comparing them is tricky

far from the precision of proton PDFs due to the available data

“new” data coming into the game

many observables not included 

active work to include other data

waiting for new results to include!

future experiments have a huge potential to improve nPDFs
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future experiments have a huge potential to improve nPDFs

A Fixed Target ExpeRiment using the LHC beams (AFTER@LHC)
For more information see I. Schienbein’s talk:

https://indico.ectstar.eu/event/9/contributions/191/attachments/119/141/trento_160418.pdf
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