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Dual Descriptions of Deep Inelastic Scattering at small-x

Bjorken frame Dipole frame

...

Bjorken frame

F2(x,Q2) =
∑
q

e2
qx
[
fq(x,Q

2) + fq̄(x,Q
2)
]
.

Dipole frame [Mueller, 01]

F2(x,Q2) =
∑
f

e2
fQ

2S⊥
4π2αem

∫ 1

0

dz
∫

d2r⊥ |ψ (z, r⊥, Q)|2
[
1− S(2) (Qsr⊥)

]
Bjorken: the partonic picture of a hadron is manifest. Saturation shows up
as a limit on the occupation number of quarks and gluons.
Dipole: the partonic picture is no longer manifest. Saturation appears as the
unitarity limit for Dipole amplitude. Geometrical scaling: [Golec-Biernat,
Stasto, Kwiecinski; 01, Munier, Peschanski, 03]
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Wilson Lines in Color Glass Condensate Formalism

We use Wilson line to represent the multiple scattering between the fast moving
quark and target background gluon fields.

x⊥

AA A A

· · ·U(x⊥)=P exp
(
−ig

∫
dz+A−(x⊥,z+)

) · · · · · ·

The Wilson loop (color dipole) in McLerran-Venugopalan (MV) model

x⊥

y⊥

· · ·1
Nc

〈
TrU(x⊥)U†(y⊥)

〉
=e−

Q2
s(x⊥−y⊥)2

4 · · · · · ·

Dipole amplitude S(2) then produces the quark kT spectrum via Fourier
transform

F(k⊥) ≡ dN

d2k⊥
=

∫
d2x⊥d

2y⊥
(2π)2

e−ik⊥·(x⊥−y⊥) 1

Nc

〈
TrU(x⊥)U†(y⊥)

〉
.

How about Quadrupole 1
Nc

〈
TrUU†UU†

〉
6= 1

Nc

〈
TrUU†

〉
1
Nc

〈
TrUU†

〉
?
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A Tale of Two Gluon Distributions

Two gauge invariant gluon definitions: [R. Boussarie, Tuesday] [Bomhof, Mulders
and Pijlman, 06]; [Dominguez, Marquet, Xiao and Yuan, 11]
I. Weizsäcker Williams gluon distribution: conventional gluon distributions

xGWW(x, k⊥) = 2

∫
dξ−dξ⊥
(2π)3P+

eixP
+ξ−−ik⊥·ξ⊥Tr〈P |F+i(ξ−, ξ⊥)U [+]†F+i(0)U [+]|P 〉.

II. Color Dipole gluon distributions: not probability density

xGDP(x, k⊥) = 2

∫
dξ−dξ⊥
(2π)3P+

eixP
+ξ−−ik⊥·ξ⊥Tr〈P |F+i(ξ−, ξ⊥)U [−]†F+i(0)U [+]|P 〉.

ξ
−

ξT

ξ
−

ξT

U [−] U [+]

Modified Universality for Gluon Distributions: ×⇒ Do Not Appear.
√⇒ Apppear.

Inclusive Single Inc DIS dijet γ +jet dijet in pA
xGWW × × √ × √
xGDP

√ √ × √ √

Gauge links can generates different pT behaviors. Also see [Gelis and Tanji, 19].
In large Nc limit and dilute-dense scatterings, generalized universality for small-x gluon.
Complementary physics missions in measurements in pA and eA collisions.
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A Tale of Two Gluon Distributions

I. Weizsäcker Williams gluon distribution

xGWW(x, k⊥) =
2Nc
αS

∫
d2R⊥
(2π)2

d2R′⊥
(2π)2

eiq⊥·(R⊥−R
′
⊥)

1

Nc

〈
Tr [i∂iU(R⊥)]U†(R′⊥)

[
i∂iU(R′⊥)

]
U†(R⊥)

〉
x
.

II. Color Dipole gluon distribution:

xGDP(x, k⊥) =
2Nc
αs

∫
d2R⊥d

2R′⊥
(2π)4

eiq⊥·(R⊥−R
′
⊥)

(
∇R⊥ · ∇R′⊥

) 1

Nc

〈
Tr
[
U (R⊥)U†

(
R′⊥
)]〉

x
,

Quadrupole⇒Weizsäcker Williams gluon; Dipole⇒ Color Dipole gluon.

Analytical results in MV model exhibit different pT behavior.

In eA and pA collisions, small-x processes are probing either DP or QP or both
at leading Nc approximation. More detail see [R. Boussarie, Tuesday].

Generalized universality in large Nc in eA and pA collisions for Wilson lines
[F. Dominguez, C. Marquet, A. Stasto and BX, 12]
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Forward hadron production in pA collisions

Forward hadron in pA [Dumitru, Jalilian-Marian, 02] [T. Altinoluk, Monday]

x1 ∼ p⊥√
s
e+y ∼ 1

x2 ∼ p⊥√
s
e−y � 1

Jan 8, 2013 Zhongbo Kang, LANL

Observation at high energy

! The spin asymmetry becomes the largest at forward rapidity region, 
corresponding to
! The partons in the projectile (the polarized proton) have very large momentum 

fraction x: dominated by the valence quarks (spin effects are valence effects)
! The partons in the target (the unpolarized proton or nucleus) have very small 

momentum fraction x: dominated by the small-x gluons

! Thus spin asymmetry in the forward region could probe both
! The transverse spin effect from the valence quarks in the projectile: Sivers 

effect, Collins effect, and etc
! The small-x gluon saturation physics in the target

4

projectile:

target:

valence

gluon

√
s

Tuesday, January 8, 2013

Dilute-dense factorization at forward rapidity

dσpA→hXLO

d2p⊥dyh
=

∫ 1

τ

dz

z2

∑
f

xpqf (xp)F(k⊥)Dh/q(z) + xpg(xp)F̃(k⊥)Dh/g(z)

 .

· · ·
⇒ U(x⊥) = P exp

{
igS

∫ +∞

−∞
dx+ T cA−c (x+, x⊥)

}
,

F(k⊥) =

∫
d2x⊥d

2y⊥
(2π)2

e−ik⊥·(x⊥−y⊥)S
(2)
Y (x⊥, y⊥).

Dense gluons at low-x in the nucleus target is described by F(k⊥) and F̃(k⊥).

The universality at higher order. Only need dipole amplitudes at leading Nc.
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NLO hadron productions in pA collisions: An Odyssey

Dilute-Dense factorizations: large x proton or γ∗→ as dilute probe:

[quark] (xp+p , 0,0)

(0, xap
−
a ,kg⊥)

z
kµ

ξ pµ, y [hadron]

[nucleus] pµa

qµ [gluon]

xp =
k⊥√
s
e+y ∼ 1 dilute

xA =
k⊥√
s
e−y � 1 dense

LO [Dumitru, Jalilian-Marian, 02]: probing xGDP(x, k⊥) at small-x.
NLO Cutoff[Dumitru, Hayashigaki, Jalilian-Marian, 06; Altinoluk, Kovner 11]
NLO Complete NLO in DR: [Chirilli, BX and Yuan, 12].

1 1. soft, collinear to the target nucleus; rapidity divergence⇒ BK evolution for UGD
F(k⊥). Subtraction scheme is not Unique but highly constrained.

2 2. collinear to the initial quark;⇒ DGLAP evolution for PDFs. MS scheme.
3 3. collinear to the final quark.⇒ DGLAP evolution for FFs, MS scheme.
4 The importance of subtraction: systematic resummation of large logarithms.

(αs ln 1/xg), which allows us to haveH ∼ O(αs). Interesting recent
development: RG approach and threshold resummation.

k+ ≃ 0

P+

A
≃ 0

P−
p ≃ 0

Rapidity Divergence Collinear Divergence (F)Collinear Divergence (P)
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NLO hadron productions in pA collisions: An Odyssey

SOLO (Saturation physics at One Loop Order) results [Stasto, Xiao, Zaslavsky, 13;
Watanabe, Xiao, Yuan, Zaslavsky, 15]

What we have learnt so far in DIS and pA collisions

Numerical implementation of the NLO result

Saturation physics at One Loop Order (SOLO). [Stasto, Xiao, Zaslavsky, 13]
12

10�7

10�5

10�3

10�1

101

� = 2.2

d
3
N

d
�
d
2
p
?

� G
eV

�
2
�

GBW

LO
+NLO
+Lq + Lg

BRAHMS

� = 2.2

rcBK �2
QCD = 0.01

LO
+NLO
+Lq + Lg

BRAHMS

1 2 3
10�7

10�5

10�3

10�1

101

� = 3.2

p�[GeV]

d
3
N

d
�
d
2
p
?

� G
eV

�
2
�

1 2 3

� = 3.2

p�[GeV]

FIG. 4. Comparisons of BRAHMS data [9] with the center-of-mass energy of
�

sNN = 200GeV per nucleon
at rapidity y = 2.2, 3.2 with our results. As illustrated above, the crosshatch fill shows LO results, the
grid fill indicates LO+NLO results, and the solid fill corresponds to our new results which include the NLO
corrections from Lq and Lg due to the kinematical constraint. The error band is obtained by changing µ2

from 10 GeV2 to 50 GeV2.

(transformed) formulas. The LO and LO+NLO curves are very similar to earlier results published
in Ref. [43]; some slight di�erences are due to the increased precision of the new formulas. In the
meantime, the Lq and Lg corrections are completely negligible in the region where p� � Qs. On
the other hand, where p� � Qs, Lq and Lg start to become important and alleviate the negativity
problem in the GBW model, and help us to better describe the data in the high p� region. In the
rcBK case, we find that the full NLO cross section now becomes completely positive and provides
us excellent agreement with all the RHIC data.

In Figure 6, we show the comparison between the forward ATLAS data at y = 1.75 and the
numerical results from SOLO. We observe remarkable agreement between the full NLO calculation
from the saturation formalism and experimental data up to 6GeV. Again, as we have seen earlier,
the newly added Lq and Lg corrections help to increase the applicable p� window of the saturation
formalism from roughly 2.5–3 GeV to 6 GeV. From 6 GeV and up, the full NLO cross section
still becomes negative, which implies that the saturation formalism does not apply anymore and
the collinear factorization should be used. Admittedly, what we have seen is only one piece of
a promising clue for the gluon saturation phenomenon. More data in di�erent forward rapidity
windows at the LHC would allow us to conduct precise tests of the theoretical calculation, and
may eventually provide us the smoking gun proof.
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FIG. 5. Comparison of STAR data [10] with
�

sNN = 200GeV at y = 4 with results from SOLO for the
GBW and rcBK models. The color scheme is the same as in figure 4, and again, the error band comes from
µ2 = 10 GeV2 and 50GeV2. We do not see the negative total cross section because the cuto� momentum
above which the cross section becomes negative is larger than the p� of the available data, and in fact larger
than the kinematic limit

�
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FIG. 6. Comparison of ATLAS forward-rapidity data [21] with the center-of-mass energy of
�

sNN =
5.02 TeV at y = 1.75 with SOLO results for the GBW and rcBK models. Again, the color scheme is the
same as in figure 4. Here the error band shows plots for µ2 = 10 GeV2 and µ2 = 100 GeV2. Since the
numerical data for these measurements are not published, we have extracted the ATLAS points from Fig. 6
of Ref. [21]. The extraction procedure introduces uncertainties comparable to the size of the points.

In Figure 7, we show the comparison between the ALICE and ATLAS data at y = 0 and the
numerical results from SOLO. We find that the full NLO results, especially the one with the rcBK
solution, miss the data. (It seems that the GBW model roughly agrees with the data, but we believe
that it is probably just a coincidence.) This indicates that the dilute-dense factorization breaks
down at y = 0. This is completely expected for the following reason. First, the collinear parton
distributions of the proton projectile do not resum small-x logarthms and may have considerable
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The abrupt drop at NLO when p? > Qs was surprising and puzzling.
Fixed order calculation in field theories is not guaranteed to be positive.
Failure of positivity is also seen in TMD factorization, where Y-term is devised to match
collinear factorization.[Collins, Foundations of perturbative QCD, 11]
Similar to TMD, saturation only applies at low-k? and x region in s ! 1.
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What we have learnt so far in DIS and pA collisions

Numerical implementation of the NLO result

Saturation physics at One Loop Order (SOLO). [Stasto, Xiao, Zaslavsky, 13]
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problem in the GBW model, and help us to better describe the data in the high p� region. In the
rcBK case, we find that the full NLO cross section now becomes completely positive and provides
us excellent agreement with all the RHIC data.

In Figure 6, we show the comparison between the forward ATLAS data at y = 1.75 and the
numerical results from SOLO. We observe remarkable agreement between the full NLO calculation
from the saturation formalism and experimental data up to 6GeV. Again, as we have seen earlier,
the newly added Lq and Lg corrections help to increase the applicable p� window of the saturation
formalism from roughly 2.5–3 GeV to 6 GeV. From 6 GeV and up, the full NLO cross section
still becomes negative, which implies that the saturation formalism does not apply anymore and
the collinear factorization should be used. Admittedly, what we have seen is only one piece of
a promising clue for the gluon saturation phenomenon. More data in di�erent forward rapidity
windows at the LHC would allow us to conduct precise tests of the theoretical calculation, and
may eventually provide us the smoking gun proof.
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meantime, the Lq and Lg corrections are completely negligible in the region where p� � Qs. On
the other hand, where p� � Qs, Lq and Lg start to become important and alleviate the negativity
problem in the GBW model, and help us to better describe the data in the high p� region. In the
rcBK case, we find that the full NLO cross section now becomes completely positive and provides
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In Figure 6, we show the comparison between the forward ATLAS data at y = 1.75 and the
numerical results from SOLO. We observe remarkable agreement between the full NLO calculation
from the saturation formalism and experimental data up to 6GeV. Again, as we have seen earlier,
the newly added Lq and Lg corrections help to increase the applicable p� window of the saturation
formalism from roughly 2.5–3 GeV to 6 GeV. From 6 GeV and up, the full NLO cross section
still becomes negative, which implies that the saturation formalism does not apply anymore and
the collinear factorization should be used. Admittedly, what we have seen is only one piece of
a promising clue for the gluon saturation phenomenon. More data in di�erent forward rapidity
windows at the LHC would allow us to conduct precise tests of the theoretical calculation, and
may eventually provide us the smoking gun proof.
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In Figure 7, we show the comparison between the ALICE and ATLAS data at y = 0 and the
numerical results from SOLO. We find that the full NLO results, especially the one with the rcBK
solution, miss the data. (It seems that the GBW model roughly agrees with the data, but we believe
that it is probably just a coincidence.) This indicates that the dilute-dense factorization breaks
down at y = 0. This is completely expected for the following reason. First, the collinear parton
distributions of the proton projectile do not resum small-x logarthms and may have considerable
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The abrupt drop at NLO when p? > Qs was surprising and puzzling.
Fixed order calculation in field theories is not guaranteed to be positive.
Failure of positivity is also seen in TMD factorization, where Y-term is devised to match
collinear factorization.[Collins, Foundations of perturbative QCD, 11]
Similar to TMD, saturation only applies at low-k? and x region in s ! 1.

12 / 18

Agree with RHIC and LHC data in
low p⊥ ≤ Qs region where pQCD
does not apply.

SOLO (1.0 and 2.0) break down in the
large p⊥ ≥ Qs region(k⊥ � Qs).

Towards a more complete framework.
[Altinoluk, Armesto, Beuf, Kovner
and Lublinsky, 14; Kang, Vitev and
Xing, 14; Ducloue, Lappi and Zhu,
16, 17; Iancu, Mueller and
Triantafyllopoulos, 16]

Threshold resummation (Sudakov
type)! Approach kinematical
threshold at high k⊥.
(ᾱs ln(1− xp) < 0). [Xiao, Yuan,
18; work in process]
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Threshold resummation in the saturation formalism

[Xiao, Yuan, 18; numerical work in process]

The objective is to identify large logarithms ln(1− xp) and ln k2
⊥/Q

2
s in the

large k⊥ region (k⊥ � Qs) near threshold at fixed rapidity. In fact, these two
types of logs seem to always appear together in our calculation and
soft-collinear effective theory (SCET) in almost identical pattern.

Many different threshold resummation formalism. We find remarkable
similarities between the threshold resummation in pA collisions in the small-x
formalism and threshold resummation in SCET[Becher, Neubert, 06].
The forward threshold jet function ∆(µ2, µ2

b , z) satisfies an almost identical
RGE equation. The solution helps to resum threshold logs.

d∆(µ2, µ2
b , z)

d lnµ
= −2αsNc

π
[ln z + β0] ∆(µ2, µ2

b , z)

+
2αsNc

π

∫ z

0
dz′

∆(µ2, µ2
b , z)−∆(µ2, µ2

b , z
′)

z − z′ ,

Solution: ∆(µ2, µ2
b , z = ln

x

τ
) =

e
(β0−γE)γµ,b⊥

Γ[γµ,b⊥ ]
z
γµ,b⊥−1

.
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Collectivity (correlation) is everywhere!

p+p
√sNN = 13 TeV

p+Pb
√sNN = 5.02 TeV
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Pb+Pb
√sNN = 5.02 TeV

Figure 2

Two-particle correlation results in (a) Pb+Pb, (b) p+Pb, and (c) p + p collisions at the LHC (55). In
Pb+Pb collisions there is a large cos(2��) correlation with peaks at �� = 0, ⇡ that extend long-range

in pseudorapidity �⌘ (magenta curve). A similar feature is observed in p+Pb and p + p collisions,

thought it does not dominate the overall correlations to the same degree.

ATLAS (57), and CMS (58)]. Here the experimental signatures were much stronger than in

p + p collisions, and the race was on to repeat as many of the A + A measurements related to

collectivity as possible to determine whether the signals persisted in p+Pb. Experimenters at

RHIC immediately reexamined d+Au collision data at
p

sNN = 200 GeV from 2008 and found

similar patterns, though with a smaller flow signal relative to the non-flow backgrounds (59). To

date, nearly all observations in A + A collisions that provided strong evidence for the heavy ion

standard model “quark–gluon plasma as near-perfect fluid” have now been measured in p+Pb

and d+Au collisions (see Reference (60) for an excellent review). The notable exception to this

Jet quenching: The

suppression of high

transverse
momentum particle

and/or jet

production relative
to yields expected

from the number of

hard scatters in a
collision. statement is jet quenching, which is discussed in Section 5.1.

4.2. Instructive Measurements

In this section we discuss four particularly instructive measurements in small systems, each of

which tests a key aspect of extending the heavy ion standard model to such systems. These

measurements involve (a) multiparticle cumulants demonstrating that correlations exist among

the majority of emitted particles as opposed to a small subset, (b) manipulation of the col-

liding small nuclei to see whether the correlations scale as expected with initial geometry, (c)

particle-identified flow patterns to see whether they reflect a common velocity field of a fluid at

hadronization, and (d) higher moments of the flow patterns, including triangular and quadran-

gular flow.

4.2.1. Multiparticle cumulants. In a collision creating N particles, one can ask whether a given

two-particle correlation is indicative of correlations involving only a small subset of particles

M ⌧ N (as in the dijet case), or from M ⇡ N , that is, a feature of the bulk. Most non-
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VISHNU yields correct magnitude and centrality dependence of v2(pT ) for
pions, kaons and protons!
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charged particles. Therefore, the value is assumed to be the same 
as that for the high-pT region, where no pT dependence has been 
observed. It was also previously observed that the values of jet 
yield ratio for D0 and strange particle species show little depen-
dence on pT over the full pT range [43].

5. Systematic uncertainties

Sources of systematic uncertainties on the prompt J/ ψ me-
son v2 measurement include the J/ ψ meson yield correction (ac-
ceptance and efficiency correction derived from pythia simula-
tion), the nonprompt J/ ψ meson contamination, the background 
v B

2 (minv) functional form, the signal and background invariant 
mass PDF, the jet subtraction procedure, the contamination of 
events containing more than one pPb interaction (pileup), and the 
trigger bias. In this Letter, the quoted uncertainties in v2 are ab-
solute values, and are found to have no dependence on pT, except 
those for the jet subtraction procedure. Systematic uncertainties 
originating from different sources are added in quadrature to ob-
tain the overall systematic uncertainty shown as boxes in the fig-
ures.

To evaluate the uncertainties arising from the efficiency cor-
rection to the J/ ψ meson yield, the v2 values are compared to 
the uncorrected ones, yielding an uncertainty of 0.008. The ef-
fect on the measured v2 due to the residual contribution from 
nonprompt J/ ψ mesons is evaluated by varying the ℓ3D

J/ψ require-
ment such that the nonprompt J/ ψ meson yield is doubled. The 
v2 values are found not to change by more than ± 0.004, which 
is assigned as the systematic uncertainty due to the J/ ψ meson 
yield correction. Possible differences in the rejection efficiency of 
nonprompt J/ ψ mesons between data and simulation are investi-
gated and found to be negligible. The systematic uncertainties from 
the background v2 functional form are evaluated by comparing 
v B

2 (minv) values based on first-, second-, and third-order polyno-
mial fits to the background distribution. The resulting J/ ψ signal 
v2 values are found to vary by less than 0.009. Systematic effects 
related to signal invariant mass PDF are found to be negligible by 
releasing, one at a time, the fixed tail parameters of the Crystal 
Ball functions. The variation of v2, while changing the background 
invariant mass PDF to a second- or third-order polynomial func-
tion is also found to be negligible. In the jet subtraction procedure, 
the statistical precision of the jet yield ratio is limited. The vsub

2
results are found to be consistent within ± 0.002 to ± 0.014 (in-
creasing with pT) when varying the jet yield ratio by its statistical 
uncertainty. The systematic uncertainties from the potential pileup 
effect and the trigger bias are taken to be the same as for inclusive 
charged particles in Ref. [49], where they can be established with 
good statistical precision. The pileup and trigger bias uncertainties 
are negligible compared to the other sources of systematic uncer-
tainties, as the fraction of residual pileup events is only a few % 
and the trigger efficiency is close to 100%.

6. Results

Fig. 2 shows the v2 results of prompt J/ ψ mesons at for-
ward rapidities (−2.86 < ycm < −1.86 or 0.94 < ycm < 1.94) for 
high-multiplicity (185 ≤ Noffline

trk < 250) pPb collisions, covering a 
pT range from 0.2 to 10 GeV. Results obtained separately for J/ ψ
meson rapidity in the Pb- and p-going direction are compared, 
and found to be consistent within statistical uncertainties. Thus, 
as mentioned earlier, combined v2 values are presented for the 
best statistical precision. The v2 results for K0

S and # hadrons 
(light, strange-flavor), and prompt D0 mesons (open heavy-flavor), 
reported in a previous CMS publication [43] for the midrapidity 
region −1.46 < ycm < 0.54, are also shown for comparison.

Fig. 2. The v2 results of the prompt J/ ψ mesons at forward rapidities (−2.86 <
ycm < −1.86 or 0.94 < ycm < 1.94), as a function of pT in the multiplicity range 
185 ≤ Noffline

trk < 250 for pPb collisions at √sNN = 8.16 TeV. Data for K0
S and #

hadrons, and prompt D0 mesons at midrapidity (−1.46 < ycm < 0.54) from previous 
CMS measurements [43] are also shown for comparison. The error bars correspond 
to statistical uncertainties, while the shaded areas denote the systematic uncertain-
ties.

Positive prompt J/ ψ meson v2 values are observed over a wide 
pT range from about 2 to 8 GeV. The prompt J/ ψ meson v2 re-
sults show a trend of first increasing up to pT ∼ 4 GeV and then 
decreasing toward higher pT. This observed trend appears to be in 
common with the other hadron species shown. In the pT range 
below 5 GeV, the v2 values for J/ ψ and D0 mesons are consis-
tent with each other within the uncertainties, while an indication 
of smaller v2 values for J/ ψ mesons than that for D0 mesons 
is seen for pT > 5 GeV, although the difference is not significant 
within current experimental uncertainties. Over the full pT range, 
the v2 signal values for both J/ ψ and D0 hadrons are smaller than 
those for K0

S and # hadrons. This observation is consistent with 
the earlier conclusion that charm quarks develop a weaker col-
lective dynamics than light quarks in small systems [43]. Because 
of experimental limitation, v2 values for the prompt J/ ψ meson 
and the other meson species are not compared within the same 
rapidity range, possibly affecting their comparison. The rapidity 
dependence of v2 values for charged particles in pPb collisions 
has been measured [59,60], suggesting up to around 15% variation 
from |ylab| ∼0 to 2.4.

To better study the elliptic flow signal coming purely from long-
range collective correlations, the J/ ψ v2 results are corrected for 
residual jet correlations. The resulting (vsub

2 ) values are shown in 
Fig. 3 (upper) for prompt J/ ψ mesons as a function of pT with 
185 ≤ Noffline

trk < 250, and compared to similarly corrected K0
S , #, 

and D0 hadron results [43]. The effect of the correction for all par-
ticle species is most noticeable at very high pT, while the overall 
pT dependence of the v2 data remains unchanged. The K0

S mesons 
have a larger correction applied to their v2 values (possibly be-
cause K0

S mesons are more correlated with the bulk multiplicity, 
and thus are biased toward stronger jet correlations due to the 
selection of high multiplicities) and their vsub

2 values after the 
correction tend to converge to those of the prompt J/ ψ and D0

mesons at high pT.
A recent model calculation of J/ ψ v2 in minimum bias pPb col-

lisions, based on final-state interactions between produced charm 
quarks and a QGP medium, suggests a very small v2 signal of less 
than 0.01 [45]. This calculation indicates that additional contribu-
tions, e.g., those from initial-state interactions, may be needed to 
account for the observed v2 signal of prompt J/ ψ mesons for high-
multiplicity pPb events reported in this Letter.

Motivated by the possible formation of a hydrodynamically 
expanding QGP medium in small systems, the elliptic flow sig-
nals for K0

S , #, J/ ψ and D0 hadrons are compared as a function 
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Collectivity is used to describe the particle correlation. It is observed in both
large and small systems and for light and heavy hadrons!
[Song, Shen, Heinz, 11];[Shen, Heinz, Huovinen, Song, 11]
New exciting results for b→ µ and c→ µ as well as UPC in PbPb collisions.
[J. Jia, Monday; K. Gajdosova; B. Seidlitz, Wednesday]
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Where does the collectivity come from? Final state vs Initial state.
Hydrodynamic Comparison

SONIC good agreement with v2, v3 (pT) for all three systems

Alternative hydrodynamics iEBE-VISHNU confirms results

PHENIX, Nature Phys. 15 (2019) no.3, 214-220 - https://arxiv.org/abs/1805.02973
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Figure 8. Transverse-momentum dependent v2 for J/ψ (red band) and ψ(2S) (blue band) at mid-

rapidity in high-multiplicity p-Pb(8.16TeV) collisions within the elliptic fireball model, compared

to ALICE and CMS data [22, 23].

the experimental data, we must conclude that the the observed v2 cannot originate from

final-state interactions alone. The similar v2 at backward and forward rapidities (which

have rather different multiplicities) is also in line with this conclusion. One last caveat

we can think of are elastic interactions of the J/ψ (and ψ(2S)) in the expanding medium,

which we have not accounted for. Very little is known about such interactions, and, in

principle, one does not expect them to be large due to the parametrically smaller size of

the J/ψ compared to light hadrons, while for the ψ(2S), due to its small binding, almost

any interaction can lead to break-up.

5 Conclusion

In the present work, we have extended our transport approach for in-medium quarkonia

in heavy-ion collisions to calculate J/ψ and ψ(2S) production in small collision systems

at RHIC (d-Au) and the LHC (p-Pb). Cold-nuclear-matter effects estimated from nu-

clear parton distribution functions are combined with final-state effects treated within

a rate-equation framework for an expanding fireball including dissociation and regener-

ation reactions in the QGP and hadronic phase. Our calculations provide a generally

fair description of the measured centrality and transverse-momentum dependent nuclear

modification factors measured in different rapidity regions, which differ in their CNM and

hot-nuclear matter effects (some tension with data was found in the 8.16 TeV backward-

rapidity RpA(Ncoll)). This supports an interpretation where the J/ψ observables are mostly

dominated by CNM effects while the loosely bound ψ(2S) is subject to substantial suppres-

sion in the hot fireballs with initial temperatures of about 200-300 MeV and lifetimes of up

to 4 fm. We also investigated the elliptic flow of J/ψ and ψ(2S). In our setup, a nonzero

v2 results entirely from final-state interactions in the elliptic fireball. Since the final-state

suppression (and regeneration) especially for the J/ψ is small, which is compatible with

the small hot-matter effects on the RpA, the resulting v2 is also small, not more than 2%

(and larger, up to 5%, for the ψ(2S)); this disagrees with the large signal observed in the

LHC data. We are therefore forced to conclude that this signal must be in large part due

– 13 –

[PHENIX, 19] [Du and Rapp, 18]

Geometry + final state evolution (Hydro + freeze-out) explain data well.
On the other hand, CGC alone has trouble to describe the PHENIX data.
Final state effect may not be the full story. For example, v2 of heavy mesons.
[Du, Rapp, 18]
Experimental review on heavy flavor in small systems: [Z. Chen, Thursday]
Mechanism to generate correlations in CGC. [Lappi, 15; Dumitru, McLerran,
Skokov, 15; Lappi, Schenke, Schlichting, Venugopalan, 16; Dusling, Mace,
Venugopalan, 17; Fukushima, Hidaka, 17; Mace, Skokov, Tribedy,
Venugopalan, 18; Davy, Marquet, Shi, Xiao, Zhang, 18]
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Correlations in CGC

Correlations between uncorrelated incoming quarks (gluons) are generated due to
quadrupole as Nc corrections. [Lappi, 15; Lappi, Schenke, Schlichting, Venugopalan,
16; Dusling, Mace, Venugopalan, 17; Davy, Marquet, Shi, Xiao, Zhang, 18]

O

 1
N4

c


1

N2
c

2

II. DILUTE-DENSE FRAMEWORK FOR TWO-PARTICLE CORRELATIONS

Let us first recall the dilute-dense factorization framework frequently used to compute single-inclusive production
in pA collisions, also known as the hydrid factorization formula [40, 41]. Denoting the transverse momentum k? and
the rapidity y, the parton-level production cross-section can be written as

d�

dyd2k?
= xpq(xp) haq(k?)ixA

+ xpg(xp) hag(k?)ixA
(1)

with q(xp) (resp. g(xp)) the collinear quark (reps. gluon) density inside the projectile proton, xp = k?p
s
ey, xA = k?p

s
e�y

and

aq(k?) =

Z
d2xd2y

(2⇡)2
eik?·(x�y) 1

Nc
tr
�
V (x)V †(y)

�
=

1

Nc
tr

����
Z

d2x

2⇡
eik?·x V (x)

����
2

, (2)

ag(k?) =

Z
d2xd2y

(2⇡)2
eik?·(x�y) 1

N2
c �1

Tr
�
U(x)U †(y)

�
=

1

N2
c �1

Tr

����
Z

d2x

2⇡
eik?·x U(x)

����
2

. (3)

Here haq,g(k?)ixA
indicates the color averaging of the fundamental (V ) and adjoint (U) Wilson lines (yielding fun-

damental and adjoint Wilson loops, or color dipoles) in the gluon background fields of the target nucleus. The
expectation value of the amplitude haq,g(k?)ixA

essentially provides the transverse momentum k? of the order of the

so-called saturation momentum Qs. We shall perform those target averages using the McLerran-Venugopalan (MV)
model [42, 43].

d2N

d2k1?d2k2?
=

Z
d2r1?d2r2?e�ik1?·r1?e�ik2?·r2?

⇥ 1

N2
c

⌦
tr
⇥
V (x1)V (x2)

†⇤ tr
⇥
V (x3)V (x4)

†⇤↵

where
1

N2
c

⌦
tr
⇥
V (x1)V (x2)

†⇤ tr
⇥
V (x3)V (x4)

†⇤↵ 6= 1

N2
c

⌦
tr
⇥
V (x1)V (x2)

†⇤↵ ⌦tr
⇥
V (x3)V (x4)

†⇤↵

= e�
Q2

s
4 (r2

1+r2
2)

"
1 +

(
Q2

s

2 r1 · r2)
2

N2
c

Z 1

0

d⇠

Z ⇠

0

d⌘e
⌘Q2

s
8 [(r1�r2)

2�4(b1�b2)
2]

#

Before the color average takes place, it is important to note that, in general

aq(�k?) =

Z
d2xd2y

(2⇡)2
eik?·(x�y) 1

Nc
tr
�
V (y)V †(x)

�
6= aq(k?). (4)

This is because for fundamental Wilson lines, prior to the average over the color configuration of the target, one has:

tr
�
V (y)V †(x)

�
=
⇥
tr
�
V (x)V †(y)

�⇤⇤ 6= tr
�
V (x)V †(y)

�
. (5)

which is equivalent to say that 2i Im tr
�
V (x)V †(y)

�
= tr

�
V (x)V †(y)

�
� tr

�
V (y)V †(x)

�
6= 0. Even though aq(k?)

and aq(�k?) are real (since they can be written as squares as shown in Eq. 3), that non-zero imaginary part con-
tributes to them with di↵erent signs. It is the target averaging which puts this imaginary part to zero1 for single
quark production:

⌦
tr
�
V (x)V †(y)

�↵
xA

=
⌦
tr
�
V (y)V †(x)

�↵
xA

, and therefore we do have haq(k?)ixA
= haq(�k?)ixA

.

For gluons however, due to the fact that the adjoint representation is real, one has Im Tr
�
U(y)U†(x)

�
= 0 and

ag(kt) = ag(�kt) configuration-by-configuration, as noticed in Ref. [26]. This di↵erence between quarks and gluons
has important consequences when looking at two-particle production, as we sketch now, prior to making more detailed
calculations in the next Section.

Note first that we do not consider here the so-called jet contributions, which involve a single parton coming from
the projectile that then splits into two, and which have been discussed extensively in several works [45–48]. Indeed,

1 We stick here to the original MV model with a quadratic weight function. A non-zero
⌦
Im tr

�
V (x)V †(y)

�↵
xA

can be obtained with

cubic terms, see e.g. [44]

At leading Nc, d2N
d2k1⊥d2k2⊥

=
(

dN
d2k1⊥

)(
dN

d2k2⊥

)
, there are no correlations.

The correlations only come in as higher order Nc corrections as shown above.
Fierz identity

= 1
2

− 1
2Nc
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Elliptic flow of J/ψ in CGC

J/ψ productions together with a light quark reference

v2[J/ψ] ≡ V2∆(J/ψ, ref)/v2[ref]

g

Q

Q̄
q q

⊗⊗

g

Q

Q̄
q q

⊗⊗

O (1) O

 1
N2

c




J/ψ

quark
light

Bp = 6 GeV−2
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Light quark reference

J/ψ, mc = 1.2 GeV

Υ, mb = 4.5 GeV

Bp = 6 GeV−2

∆ = 0.5 GeV

Q2
s = 5 GeV2
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0.20

k⊥ (GeV)

v 2
(k

⊥
)

CMS, J/ψ

J/ψ, mc = 1.2 GeV

Υ, mb = 4.5 GeV

[Zhang, Marquet, Qin, Wei, Xiao, 19] The same CGC model calculations with
the additional g → QQ̄ splitting to produce heavy quarkonia at small kT .
Predictions for Upsilon v2. Preliminary results show that D and B mesons have
similar v2 at low kT . Please stay tuned.
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DIS dijet

[F. Dominguez, C. Marquet, BX and F. Yuan, 11]

(a) (b) (c)

q2 q2

k1

k2 k2

k1

dσγ
∗
TA→qq̄+X

dP.S. ∝ Ncαeme
2
q

∫
d2x

(2π)2

d2x′

(2π)2

d2b

(2π)2

d2b′

(2π)2
e−ik1⊥·(x−x′)

×e−ik2⊥·(b−b′)
∑

ψ∗T (x− b)ψT (x′ − b′)[
1 + S(4)

xg (x, b; b′, x′)− S(2)
xg (x, b)− S(2)

xg (b′, x′)
]

︸ ︷︷ ︸
−uiu′j

1
Nc
〈Tr[∂iU(v)]U†(v′)[∂jU(v′)]U†(v)〉xg⇒Operator Def

,

eA collision is golden channel for the Weizsäcker Williams gluon at small-x.
Due to linearly polarized gluon distribution at small-x[Metz, Zhou, 11], there
can be the analog of elliptic flow v2 as well. [Dumitru, Lappi, Skokov, 15]
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Can we measure Wigner distributions?

bT

kT
xp

Figure 2.2: Connections between di↵erent quantities describing the distribution of partons
inside the proton. The functions given here are for unpolarized partons in an unpolarized proton;
analogous relations hold for polarized quantities.

tum, and specific TMDs and GPDs quan-
tify the orbital angular momentum carried
by partons in di↵erent ways.

The theoretical framework we have
sketched is valid over a wide range of mo-
mentum fractions x, connecting in particular
the region of valence quarks with the one of
gluons and the quark sea. While the present
chapter is focused on the nucleon, the con-
cept of parton distributions is well adapted
to study the dynamics of partons in nuclei, as
we will see in Sec. 3.3. For the regime of small
x, which is probed in collisions at the highest
energies, a di↵erent theoretical description is
at our disposal. Rather than parton distribu-
tions, a basic quantity in this approach is the
amplitude for the scattering of a color dipole
on a proton or a nucleus. The joint distri-
bution of gluons in x and in kT or bT can
be derived from this dipole amplitude. This
high-energy approach is essential for address-
ing the physics of high parton densities and
of parton saturation, as discussed in Sec. 3.2.
On the other hand, in a regime of moder-
ate x, around 10�3 for the proton and higher

for heavy nuclei, the theoretical descriptions
based on either parton distributions or color
dipoles are both applicable and can be re-
lated to each other. This will provide us with
valuable flexibility for interpreting data in a
wide kinematic regime.

The following sections highlight the
physics opportunities in measuring PDFs,
TMDs and GPDs to map out the quark-
gluon structure of the proton at the EIC.
An essential feature throughout will be the
broad reach of the EIC in the kinematic
plane of the Bjorken variable x (see the Side-
bar on page 18) and the invariant momentum
transfer Q2 to the electron. While x deter-
mines the momentum fraction of the partons
probed, Q2 specifies the scale at which the
partons are resolved. Wide coverage in x
is hence essential for going from the valence
quark regime deep into the region of gluons
and sea quarks, whereas a large lever arm in
Q2 is the key for unraveling the information
contained in the scale evolution of parton dis-
tributions.

17

Wigner distributions ingeniously encode all quantum information of how
partons are distributed inside hadrons. [Ji, 03; Belitsky, Ji, Yuan, 03]

Small-x gluon⇔ gluon Wigner distributions? [Ji, 03] [A. Dumitru, Tuesday]

TMDs and GPDs can be studied and measured in various processes. In
condense matter, Wigner distribution of photons can be measured.

Can we measure the gluon Wigner distribution at small-x? Yes, we can!

GTMD (Fourier transform of Wigner) [Meissner, Metz and Schlegel, 09]

15 / 18



Introduction
pA collisions
eA collisions

The exact connection between dipole amplitude and Wigner distribution

[Hatta, Xiao, Yuan, 16] Def. of gluon Wigner distribution:

xWT
g (x, ~q⊥;~b⊥) =

∫
dξ−d2ξ⊥
(2π)3P+

∫
d2∆⊥
(2π)2

e−ixP
+ξ−−iq⊥·ξ⊥

×
〈
P +

∆⊥
2

∣∣∣∣F+i

(
~b⊥ +

ξ

2

)
F+i

(
~b⊥ − ξ

2

)∣∣∣∣P − ∆⊥
2

〉
,

Def. of GTMD [Meissner, Metz and Schlegel, 09]

xG(x, q⊥,∆⊥) ≡
∫
d2b⊥e

−i∆·b⊥xWT
g (x, ~q⊥;~b⊥).

With dipole like gauge link [b⊥ = 1
2
(R⊥ +R′⊥), r⊥ = R⊥ −R′⊥]⇒

xGDP(x, q⊥,∆⊥) =
2Nc
αs

∫
d2R⊥d

2R′⊥
(2π)4

eiq⊥·(R⊥−R
′
⊥)+i

∆⊥
2
·(R⊥+R′⊥)

×
(
∇R⊥ · ∇R′⊥

) 1

Nc

〈
Tr
[
U (R⊥)U†

(
R′⊥
)]〉

x
.

This provides the 3D quasiprobabilistic distribution (x, b⊥, k⊥) of small-x
gluon.
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Probing 3D Tomography of Proton at small-x

Diffractive back-to-back dijet productions in DIS [Altinoluk, Armesto, Beuf and
Rezaeian, 15]; [Hatta, Xiao, Yuan, 16]; [Mantysaari, Mueller, and Schenke, 19]

−q⊥ − ∆⊥
2q⊥ − ∆⊥

2

p p′

k1

k2

6

an exponential growth of the cross section with rapidity
[107, 146, 147], ultimately violating the Froissart unitar-
ity bound [148, 149] unless regulated by non-perturbative
physics at large distance scale. To regularize the non-
perturbative regime, we follow the prescription of [142]
and instead use the kernel

K̃i(x) ⌘ m|x|K1(m|x|)xi

x
, (27)

where m ⇠ ⇤QCD and K1 is a modified Bessel function.
We include running coupling e↵ects in our analysis and

evaluate the coupling constant as follows [145],

↵s(r) =
12⇡

(11Nc � 3Nf ) log

⇣
µ2

0

⇤2
QCD

⌘ 1
�

+
⇣

4
r2⇤2

QCD

⌘ 1
�

�� ,

(28)

where r ⌘ |x � z|, µ0 = 0.28 GeV and � = 0.2 [6]. In
practice, we fix the initial condition for the JIMWLK
evolution at xP = 0.01 from the IP-Sat model. We then
evolve towards smaller xP by solving the JIMWLK evo-
lution equations. We study di↵erent choices of IR regu-
lators m̃ and m, in a range which is constrained by and
consistent with data [5, 6], and we compare fixed versus
running coupling ↵s, c.f. Eq.(28). For more details, we
refer the reader to [6].

III. GLUON WIGNER AND HUSIMI
DISTRIBUTIONS AT SMALL x FROM THE

COLOR GLASS CONDENSATE

In the CGC approach, angular correlations between
impact parameter and dipole orientation in the dipole
amplitude N (r,b, x) emerge naturally and need not be
modeled, in contrast to e.g. the situation in the IP-Sat
model Eq.(17).

In this section, we present a CGC study with fixed
↵s = 0.21 and infrared regulators m̃ = 0.4 GeV and m =
0.2 GeV as in [6], and obtain the dipole amplitude by
solving the JIMWLK evolution equations with rapidity
defined as

x(y) = x(0) e�y , (29)

where x(0) = 10�2. In Fig. 1, we show the normalized
dipole amplitude as a function of the relative angle ✓(r,b)
between impact parameter b and dipole orientation r.
We present results for the initial condition (y = 0) and
after y = 1.5 and y = 3 units of rapidity evolution. Here,
the dipole amplitude is largest whenever the dipole is
oriented along the impact parameter, which is expected
as this configuration is most sensitive to (radial) color
gradients (for a similar analysis using impact parameter
dependent BK evolution, see [147]).

To quantify this behavior, the elliptic component v2 of
the dipole amplitude is defined as

N (r,b, x) = v0 [1 + 2v2 cos(2✓(r,b))] , (30)

FIG. 1. The dipole scattering amplitude in the Color Glass
Condensate framework as a function of angle ✓(r,b) between
dipole size r and impact parameter b, at y = 0 and after the
JIMWLK evolution up to y = 1.5 and y = 3.0. The results
are normalized by the average, v0.

.

FIG. 2. Energy (x or rapidity) dependence of the elliptic
component of the dipole amplitude N (r,b.x) over 3 units of
rapidity for di↵erent values of |b|.

.

where v0 is the average dipole amplitude. We plot the
x dependence of v2 for di↵erent impact parameters in
Fig. 2 and find that the energy (rapidity or x) evolution
suppresses the elliptic component significantly. This is a
consequence of the proton’s growth with energy, leading
to smoother density gradients for fixed impact parameter.
We observe a similar trend for the energy dependence of
di↵ractive dijet cross sections presented in Section IV B.
Further discussion of the proton size dependence can be
found in Appendix. C.

Next, we study the Wigner and Husimi gluon distribu-
tions, which encode information about the transverse mo-
mentum and coordinate dependence of the small-x glu-

Measure final state proton recoil ∆⊥ as well as dijet momentum k1⊥ and k2⊥.

We can approximately access |xGDP(x, q⊥,∆⊥)|2 in the back-to-back limit in which
q⊥ ' P⊥ ≡ 1

2
(k2⊥ − k1⊥)� ∆⊥.

Cross-Sections are positive-definite, although Wigner distributions may not be.

Dipole amplitude can have elliptic partN (r, b) = v0 [1 + 2v2 cos 2θ(r, b)].

WW Wigner (WWW) distribution can be also defined and measured.

Gluon OAM [Ji, Yuan, Zhao, 16; Hatta, Nakagawa, Yuan, Zhao, 16, Bhatttacharya, Metz,
Zhou, 17]; UPC at the LHC [Hagiwara, Hatta, Pasechnik, Tasevsky, Teryaev, 17]
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Summary

Dipole (DP gluon)

· · ·⊗⊗ ⊗⊗

Quadrupole (WW gluon)

· · ·

· · ·

⊗⊗
⊗⊗

⊗⊗

Complementary study of eA and pA collisions can provide us more important
information on the universal building blocks of small-x physics: dipole and
quadrupole.

This universality has many applications in pA and eA collisional systems.
(Dilute-dense) For example, probing of WW and Wigner distribution, etc.

The same universality implies that initial state interactions (CGC) can generate
sufficient amount of collectivity for heavy mesons.

Maybe the elliptic flow of Υ(bb̄) or other heavy mesons (B) at the LHC can be
a clear signal for CGC initial state effects.
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