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Objectives 
 

•  Develop new parallel protocols that 
scale to Terabit/s networks 

•  Capture the diverse flow characteristics 
and needs of applications 

•  Create data transfer benchmark kernels 
for representative applications 

•  Exploit parallel end system topology 

Progress and Accomplishments 
 

•  Application kernel for tomography workflow 
at Advanced Photon Source  

•  Abstraction to evaluate multiple protocols 
•  Developed a prototype end system aware and 

network aware parallel data movement 
•  End system aware data movement achieves up 

to 3x improvement in throughput 
 

Impact 
 

•  Enable DOE applications to make 
effective use of future end systems and 
advanced network infrastructure 

•  Build knowledge base capturing the 
data transfer patterns of several DOE 
applications 

 
 

 

Concerted Flows: Infrastructure for  
Terabit/s Data Transfer  
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§  Current 
§  Data processed – 5.6 TB/day 
§  Data distributed to users – 3.3 TB/day 

§  Upgrade  
§  Data processed – 385.3 TB/day 
§  Data distributed to users – 253.4 TB/day 

Experimental-time analysis is critical for enabling 
interactive changes to experiment parameters 



Simulation-time Data Staging, Analysis and 
Visualization of FLASH Astrophysics Simulation 

SimulaLon-‐Lme	  data	  analysis	  is	  criLcal	  to	  reduce	  the	  data	  wriXen	  
to	  storage	  and	  to	  generate	  faster	  insights.	  This	  is	  of	  criLcal	  
importance	  for	  doing	  producLve	  science	  at	  Petascale	  and	  beyond.	  
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Data Movement Trends 

Disk-‐to-‐Disk	  Transfers	  

Disk-‐to-‐Memory	  Transfers	  

Sensors

Memory-‐to-‐Disk	  Transfers	  

Memory-‐to-‐Memory	  Transfers	  

Data	  Movement	  is	  being	  increasingly	  characterized	  by	  
Parallel	  M-‐to-‐N	  Data	  Flows	  



Characteristics of Application Flows 

App	   Type	  of	  
Flow	  

#	  of	  
Flows	   BW	   Latency	   Burs;ne

ss	   Size	   Protocol	  

Globus	  
Online	  

Data	   1	  per	  
node	   High	   N	   Y	   Large	   TCP,	  UDT	  

Control	   1	  per	  
session	   Low	   Y	   Y	   Small	   TCP	  

APS	  
Data	   1	  per	  

detector	   High	   N	   Y	   Large	   TCP	  

Control	   1	  per	  app	   Low	   Y	   Y	   Small	   TCP	  

FLASH	  
SimulaLon-‐
Lme	  Analysis	  

Data	   1	  per	  
core	   High	   N*	   Y	   Variable	   TCP,	  

RDMA	  

Control	   1	  per	  app	   Low	   Y	   y	   Small	   TCP,	  
RDMA	  

ENZO	  
Remote	  Viz	  

Data	   1	  per	  
display	   High	   Y	   N	   Large	   TCP,	  UDP	  

Control	   1	  per	  app	   Low	   Y	   Y	   Small	   TCP	  

A	  mechanism	  to	  characterize	  and	  model	  an	  applicaLon’s	  data	  
movement	  behavior	  will	  be	  criLcal	  to	  beXer	  architect	  future	  networks	  
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Applications need to contend with the deep and complex system 
hierarchies and take advantage of parallelism in the various sub-systems 

Many	  Core,	  	  
MulL-‐dimensional	  	  

topology,	  
heterogeneous	  

40G-‐100G	  DWDM	  based	  

End Systems 



Objectives 

§  Develop	  concerted	  flows	  API	  
–  Capture	  the	  requirements	  of	  the	  

applicaLon	  
–  Capture	  the	  characterisLcs	  of	  various	  

components	  in	  the	  end-‐to-‐end	  path	  
•  Network,	  End-‐systems	  

§  Create	  data	  transfer	  kernels	  for	  
representaLve	  applicaLons	  
–  Flash,	  Enzo,	  Select	  APS	  beamlines,	  

Globus	  Online	  

§  Benchmarking	  uLliLes	  for	  
concerted	  flows	  (M-‐to-‐N)	  

§  Performance	  opLmizaLons	  at	  end	  
systems	  and	  in	  a	  LAN	  

Serial / Parallel Application or Instrument

Concerted Flows API

Parallel Data 
Movement

End System Data 
Movement

Network Control

Network Awareness

Protocol Selection

Composable Protocols

Transport Layer



APS Tomography Data Workflow 

AcquisiLon	   ReconstrucLon	   View	  

Detector	  resource	   Analysis	  cluster	   WorkstaLon	  

Home	  Ins;tu;on	  APS	  Facility	  

Local	  Storage	   Parallel	  Storage	  

Beamline	  A	  
2013	   2015	  

Beamline	  B	   4-‐	  400	  MB/s	   8	  GB/s	  
128-‐	  400	  MB/s	   1-‐3	  GB/s	  

RealLme	  analysis	  and	  reconstrucLon	  is	  of	  increasing	  importance	  for	  APS	  



– Control	  flow	  
•  Parallelism	  
•  ReducLon	  
•  Loops	  
•  FuncLon	  calls	  

– Data	  flow	  
•  Arrays	  and	  data	  types	  
•  Indices	  in	  accesses	  
•  AllocaLon	  /	  
DeallocaLon	  

Modeling	  Applica;on	  Behavior	  using	  Code	  Skeletons	  

InvesLgaLng	  using	  code	  skeletons	  and	  swin	  to	  model	  the	  
data	  movement	  characterisLcs	  of	  applicaLons	  

– CommunicaLon	  
•  Point-‐to-‐point	  
•  CollecLve	  operaLons	  

– CharacterisLcs	  
•  InstrucLon	  mix	  
•  ComputaLon	  intensity	  

Language	  features:	  



Resource Aware Data Movement 

Disk-‐to-‐Disk	  throughput	  over	  	  heterogeneous	  nodes	  
(combinaLon	  of	  1G	  and	  10G	  on	  4	  nodes)	  between	  Argonne	  
and	  NERSC	  using	  resource	  aware	  data	  movement	  has	  300%	  
improvement	  over	  current	  GridFTP	  mechanisms	  



Optimizing for Storage Systems 
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Figure 1: Disk read throughput of a 32GB file on GPFS
using nodes with 10Gbps NIC.

of this paper.

Increasing the number of threads to read/write (in
blocking mode) a file in a production file system can
significantly improve the throughput (as shown in
Figure 1). This is attributable mainly to two fac-
tors: (1) a file is partitioned into blocks and striped
over multiple storage nodes and the blocks residing
in di�erent storage nodes can be read/written in par-
allel and (2) the round-trip time from the issue of a
read/write request to the completion of the request
via SAN is longer than actual file block read/write
time, therefore issuing a read/write request after the
completion of previous request will not saturate the
file system. This trend on a single node continues
until the node becomes the bottleneck due to NIC
limitations or overwhelming context-switching over-
head. Using multiple nodes to read/write from the
file system resumes this trend until the file system
becomes the bottleneck.

Similarly, increasing the number of TCP streams
on a single node increases the network transfer
throughput (as shown in Figure 2). This trend levels
o� when the node becomes a bottleneck due to over-
whelming context-switching overhead. Using multi-
ple nodes for network transfer continues this trend
until the wide area network becomes saturated.
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Figure 2: Memory-to-memory transfer of 32GB between
ALCF and NERSC using nodes with 10Gbps NIC.

4 Design

4.1 Assumption

In designing the high-throughput data transfer sys-
tem, we have been guided by assumptions that o�er
both challenges and opportunities. We lay out our
assumptions in details:

• The nodes that are responsible for data trans-
fers are heterogeneous and may be dynamically
added or removed. Some nodes may have faster
memory access and/or network interfaces. Ex-
ploiting all the available resources is critical to
increase throughput.

• The workload consists of big file transfers over
wide and local areas. Connection setup times
are negligible comparing to transfer durations.

• Files are stored in high-performance parallel file
systems, where files are heavily striped over
many disks. One write/read thread may not be
able to saturate the file system.

• Wide area networks have large latency-
bandwidth product and may be lossy, where one
TCP connection may not be able to achieve the
highest throughput.

3

ExploiLng	  parallelism	  using	  mulLple	  I/O	  and	  network	  
threads	  is	  criLcal	  for	  improving	  end-‐to-‐end	  transfer	  Lme	  



Improving Data Movement:  Multipathing 

ANL	  and	  NERSC	   UMichigan	  and	  Caltech	  

ExploiLng	  both	  dedicated	  and	  best-‐effort	  paths	  
improves	  the	  achievable	  throughput	  
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Fig. 2: Average performance for increasing transfer sizes between
UMich and Caltech DYNES installations. 1Gb/s shared IP and 10Gb/s
circuit interfaces using 8 parallel streams.
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Fig. 3: Average performance for increasing transfer sizes between
NERSC and ANL data transfer nodes. 10Gb/s shared IP and 10Gb/s
circuit interfaces using 32 parallel streams.

This work has been motivated by an evaluation of the
existing connectivity between end-sites with both shared IP
and dedicated circuit capabilities. Results obtained from our
preliminary GridFTP testing has demonstrated that making
use of both the default, commodity IP routes in conjunction
with dedicated circuits will provide a number of significant
performance gains. Figure 2 shows the throughput of GridFTP
transfers using 8 parallel streams between the 10G-connected
DYNES installations at University of Michican (UMich) and
the California Institute of Technology (Caltech). Running two
independent transfers simultaneously over both paths provides
an indication of the expected multi-path throughput that could
be achieved for a single transfer.

In Figure 3, we show the results of a similar test using 32
parallel streams between data transfer nodes located at NERSC
and ANL. In each case, our reservable circuit capacity was
limited to 2Gb/s because of capacity caps, although we note
that due to bandwidth “scavenging” enabled in the Internet2
ION Service, we frequently see average rates above the defined
bandwidth limit. This behavior is clearly indicated in our
results.

While dedicated circuits provide a number of benefits in
terms of deterministic characteristics and improved through-
put for many data-intensive applications, a key drawback is

the often lengthy provisioning latencies. Building OSCARS
circuits can frequently take on the order of 5-7 minutes as
the number of domains involved in a path increases, requiring
the application to idle while the path becomes available. One
advantage of enabling simultaneous flows over both best-
effort and circuit paths is the ability for a transfer to make
progress while the circuit becomes active. A clear goal for
our XSP dynamic network approach is to allow an SDN
network to opportunistically redirect flows onto paths as they
become available, providing a transparent mechanism that
enables muti-pathing for data movement applications. Other
advanced networks, e.g., NDDI/OS3E, promise to reduce path
configuration time considerably through the use of OpenFlow,
while still maintaining the ability to peer with OSCARS-based
services such as ION.

A. Prior Work
Our earlier work with XSP [16] in dynamic network envi-

ronments has demonstrated the ability for XSP to provide an
application-driven interface to SDNs. At SC11, we used xio-
xsp and XSPd deployed across remote domains to dynamically
switch an active GridFTP transfer between shared (100G)
and dedicated (10G) VLANs. The decision to redirect traffic
was determined by a performance threshold integrated within
the xio-xsp implementation, allowing the transfer to alternate
between paths to achieve better transfer rates without input
from the user. This work forms the basis of our multi-path
experiments planned for SC12.

The Phoebus system has also been shown to support large
scientific data transfers over reservable network paths using
OSCARS [21]. We have demonstrated that on-demand net-
work resources can provide significant performance gains for
applications when compared to traditional direct connections.
The ability of XSP, and hence Phoebus, to signal the OSCARS
control plane allows PG deployments to immediately leverage
these dynamic networks. In conjunction with SDN control at
the edge, Phoebus will provide a WAN acceleration capability
as part of our experiments.

Finally, in previous monitoring work [15], we showed
results from the integration of Periscope for measuring end-
to-end bottlenecks at gigabit transfer speeds. Our analysis
demonstrated the ability to correctly aggregate and correlate
metrics from GridFTP, hosts, and networks to accurately
determine the cause of end-to-end performance bottlenecks. A
graphical example of the bottleneck determination algorithm
is shown in Figure 4. We intend to leverage this work to
more intelligently influence the path selection used by our
approaches described below.

B. Proposed Experiment
Our proposed experiment involves three distinct approaches

to achieve multi-pathing with GridFTP. As our focus is on
DYNES deployment, we will investigate the parallel use of
both the best-effort, IP-routed path and the ability to dy-
namically provision and direct traffic over dedicated VLANs
between available end-sites. In each scenario, we assume the
presence of the following local area resources:

mul;−path 
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This work has been motivated by an evaluation of the
existing connectivity between end-sites with both shared IP
and dedicated circuit capabilities. Results obtained from our
preliminary GridFTP testing has demonstrated that making
use of both the default, commodity IP routes in conjunction
with dedicated circuits will provide a number of significant
performance gains. Figure 2 shows the throughput of GridFTP
transfers using 8 parallel streams between the 10G-connected
DYNES installations at University of Michican (UMich) and
the California Institute of Technology (Caltech). Running two
independent transfers simultaneously over both paths provides
an indication of the expected multi-path throughput that could
be achieved for a single transfer.

In Figure 3, we show the results of a similar test using 32
parallel streams between data transfer nodes located at NERSC
and ANL. In each case, our reservable circuit capacity was
limited to 2Gb/s because of capacity caps, although we note
that due to bandwidth “scavenging” enabled in the Internet2
ION Service, we frequently see average rates above the defined
bandwidth limit. This behavior is clearly indicated in our
results.

While dedicated circuits provide a number of benefits in
terms of deterministic characteristics and improved through-
put for many data-intensive applications, a key drawback is

the often lengthy provisioning latencies. Building OSCARS
circuits can frequently take on the order of 5-7 minutes as
the number of domains involved in a path increases, requiring
the application to idle while the path becomes available. One
advantage of enabling simultaneous flows over both best-
effort and circuit paths is the ability for a transfer to make
progress while the circuit becomes active. A clear goal for
our XSP dynamic network approach is to allow an SDN
network to opportunistically redirect flows onto paths as they
become available, providing a transparent mechanism that
enables muti-pathing for data movement applications. Other
advanced networks, e.g., NDDI/OS3E, promise to reduce path
configuration time considerably through the use of OpenFlow,
while still maintaining the ability to peer with OSCARS-based
services such as ION.

A. Prior Work
Our earlier work with XSP [16] in dynamic network envi-

ronments has demonstrated the ability for XSP to provide an
application-driven interface to SDNs. At SC11, we used xio-
xsp and XSPd deployed across remote domains to dynamically
switch an active GridFTP transfer between shared (100G)
and dedicated (10G) VLANs. The decision to redirect traffic
was determined by a performance threshold integrated within
the xio-xsp implementation, allowing the transfer to alternate
between paths to achieve better transfer rates without input
from the user. This work forms the basis of our multi-path
experiments planned for SC12.

The Phoebus system has also been shown to support large
scientific data transfers over reservable network paths using
OSCARS [21]. We have demonstrated that on-demand net-
work resources can provide significant performance gains for
applications when compared to traditional direct connections.
The ability of XSP, and hence Phoebus, to signal the OSCARS
control plane allows PG deployments to immediately leverage
these dynamic networks. In conjunction with SDN control at
the edge, Phoebus will provide a WAN acceleration capability
as part of our experiments.

Finally, in previous monitoring work [15], we showed
results from the integration of Periscope for measuring end-
to-end bottlenecks at gigabit transfer speeds. Our analysis
demonstrated the ability to correctly aggregate and correlate
metrics from GridFTP, hosts, and networks to accurately
determine the cause of end-to-end performance bottlenecks. A
graphical example of the bottleneck determination algorithm
is shown in Figure 4. We intend to leverage this work to
more intelligently influence the path selection used by our
approaches described below.

B. Proposed Experiment
Our proposed experiment involves three distinct approaches

to achieve multi-pathing with GridFTP. As our focus is on
DYNES deployment, we will investigate the parallel use of
both the best-effort, IP-routed path and the ability to dy-
namically provision and direct traffic over dedicated VLANs
between available end-sites. In each scenario, we assume the
presence of the following local area resources:

mul;−path 
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M-to-N Data Movement Demo 

§  Parallel	  Memory-‐to-‐Memory	  Data	  Movement	  
	  

§  24	  Nodes	  of	  the	  ALCF	  Eureka	  Cluster	  
–  Each	  Node	  has	  a	  10G	  Myrinet	  Network	  Interface	  

	  

§  Parallel	  Data	  Movement	  leverages	  XIO	  enabling	  one	  to	  test	  
various	  protocols	  by	  swapping	  drivers	  
–  Current	  demo	  will	  use	  the	  TCP	  drivers	  
	  

§  Data	  Movement	  exploits	  parallelism	  within	  a	  node	  by	  using	  
mulLple	  threads	  



Questions 


