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Introduction 
§  Why	  are	  we	  interested	  in	  the	  diboson	  cross	  sec6on	  
measurements?	  
–  Precision	  test	  of	  SM	  predic6ons	  -‐>	  anomalous	  triple	  gauge	  
couplings	  (aTGC)	  ?	  

–  Extended	  to	  search	  for	  new	  par6cles:	  heavy	  bosons,	  
technicolor	  par6cles,	  graviton	  …	  

–  BeVer	  understanding	  the	  diboson	  backgrounds	  for	  Higgs	  
measurements	  and	  other	  BSM	  searches.	  

§  Diboson	  processes:	  
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Measurement of W+W− production in pp collisions at
√
s = 7 TeV with the ATLAS

detector and limits on anomalous WWZ and WWγ couplings

The ATLAS Collaboration
(Dated: May 28, 2013)

This paper presents a measurement of the W+W− production cross section in pp collisions at√
s = 7 TeV. The leptonic decay channels are analyzed using data corresponding to an integrated

luminosity of 4.6 fb−1 collected with the ATLAS detector at the Large Hadron Collider. TheW+W−

production cross section σ(pp → W+W− + X) is measured to be 51.9 ± 2.0 (stat) ± 3.9 (syst) ±
2.0 (lumi) pb, compatible with the Standard Model prediction of 44.7 +2.1

−1.9 pb. A measurement of
the normalized fiducial cross section as a function of the leading lepton transverse momentum is
also presented. The reconstructed transverse momentum distribution of the leading lepton is used
to extract limits on anomalous WWZ and WWγ couplings.

PACS numbers: 14.70.Fm, 12.60.Cn, 13.85.Fb, 13.38.Be

I. INTRODUCTION

Measurements of vector boson pair production at par-
ticle colliders provide important tests of the electroweak
sector of the Standard Model (SM). Deviations of the
production cross section or of kinematic distributions
from their SM predictions could arise from anomalous
triple gauge boson interactions [1] or from new parti-
cles decaying into vector bosons [2]. Vector boson pair
production at the Large Hadron Collider (LHC) [3] also
represents an important source of background to Higgs
boson production [4] and to searches for physics beyond
the SM.

This paper describes a measurement of the W
+
W

−

(hereafter WW ) inclusive and differential production
cross sections and limits on anomalous WWZ and WWγ

triple gauge couplings (TGCs) in purely leptonic decay
channels WW → �ν�

�
ν
� with �, �

� = e, µ. WW → τν�ν

and WW → τντν processes with τ leptons decaying into
electrons or muons with additional neutrinos are also in-
cluded. Three final states are considered based on the
lepton flavor, namely ee, µµ, and eµ. Leading-order (LO)
Feynman diagrams for WW production at the LHC in-
clude s-channel production with either a Z boson or a
virtual photon as the mediating particle or u- and t-
channel quark exchange. The s- and t-channel diagrams
are shown in Fig. 1. Gluon-gluon fusion processes in-
volving box diagrams contribute about 3% to the total
cross section. The SM cross section for WW production
in pp collisions at

√
s = 7 TeV is predicted at next-to-

leading order (NLO) to be 44.7+2.1
−1.9 pb. The calculation

of the total cross section is performed using mcfm [5]
with the ct10 [6] parton distribution functions (PDFs).
An uncertainty of +4.8%

−4.2% is evaluated based on the varia-
tion of renormalization (µR) and factorization (µF ) scales
by a factor of two (+3.6%

−2.5%) and ct10 PDF uncertainties
derived from the eigenvector error sets as described in
Ref. [7] (+3.1%

−3.4%) added in quadrature. The contribution
from SM Higgs production [4] with the Higgs boson de-
caying into a pair of W bosons (H → WW ) depends
on the mass of the Higgs boson (mH). For mH = 126

GeV, the SM WW production cross section would be in-
creased by 3%. Contributions from vector boson fusion
(VBF) and double parton scattering (DPS) [8] processes
are found to be less than 0.1%. The processes involving
the SM Higgs boson, VBF and DPS are not included nei-
ther in the WW cross-section predictions, nor in deriving
the corrected measured cross sections. Events containing
two W bosons from top-quark pair production and sin-
gle top-quark production are explicitly excluded from the
signal definition, and are treated as background contri-
butions.

(a) (b)

FIG. 1: SM LO Feynman diagrams for WW production
through the qq̄ initial state at the LHC for (a) the s-channel
and (b) the t-channel. The s-channel diagram contains the
WWZ and WWγ TGC vertices.

The s-channel diagram contains the WWZ and WWγ

couplings. The SM predicts that these couplings are
gWWZ = −e cot θW and gWWγ = −e, where e is re-
lated to the fine-structure constant α (= e

2
/4π) and θW

is the weak mixing angle. Detailed studies of WW pro-
duction allow to test the non-Abelian structure of the
SM electroweak theory and probe anomalous WWZ and
WWγ TGCs, which may be sensitive to low-energy man-
ifestations of new physics at a higher mass scale. WW

production and anomalous WWZ and WWγ TGCs have
been previously studied by the LEP [9] and Tevatron [10]
experiments, and were also recently studied by the LHC
experiments [11–13]. The dataset used in this paper cor-
responds to an integrated luminosity of 4.6 fb−1 [14] col-
lected with the ATLAS detector at the LHC, and the
results presented supersede the previous ATLAS mea-
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Signature
Associated production of a Z/W boson and a photon, where Z → ee/μμ/νν and W → eν/μν.

Physics
• Precision test of the Standard Model (SM)

Triple Gauge Couplings (TGC) 
WWγ vertex (charged TGCs) and ZZγ / Zγγ vertices (neutral TGCs - forbidden in SM!)

• Search for vector resonances decaying to Zγ/Wγ (e.g. Techni-mesons):

γ

Z
Z

W

γ

W !!

ωa TT
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Leptonic WZ Cross Section Measurement 
§  Signature:	  trileptons	  with	  a	  pair	  of	  

leptons	  from	  Z	  and	  high	  missing	  
transverse	  energy.	  

§  Selec6ons:	  
–  pT	  cuts:	  15	  GeV	  (two	  leptons	  from	  Z),	  

20	  GeV	  (lepton	  from	  W)	  
–  ETmiss	  >	  25	  GeV	  
–  mT

W	  >	  20	  GeV	  
–  Z	  mass	  cuts:	  |mll-‐mZ|	  <	  10	  GeV	  

§  Backgrounds:	  Z+jets	  (dominant),	  ZZ,	  
W/Z+γ,	  top…	  

	  
	  

�	  
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ATLAS-‐CONF-‐2013-‐021	  
	  

Final	  State	   eee	   eeμ	   eμμ	   μμμ	   Combined	  

Observed	   192	   270	   298	   334	   1094	  

Background	   60	  ±	  4	  ±	  11	   55	  ±	  4	  ±	  10	   87	  ±	  5	  ±	  11	   75	  ±	  5	  ±	  14	   277	  ±	  9	  ±	  24	  

Expected	  signal	   144	  ±	  12	   199	  ±	  16	   200	  ±	  16	   276	  ±	  21	   819	  ±	  34	  

Expected	  S/B	   2.4	   3.7	   2.3	   3.7	   3.0	  

13	  j-‐1,	  8	  TeV	  



WZ Cross Sections 

§  Total	  cross	  sec6ons:	  

4	  
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Figure 5: Measurements and theoretical predictions of the total W±Z production cross section as a function
of center-of-mass energy. Experimental measurements from CDF and D0 in proton antiproton collisions at the
Tevatron at

√
s = 1.96 TeV, and experimental measurements from ATLAS in proton-proton collisions at the LHC

at
√

s = 7 TeV and
√

s = 8 TeV are shown. The blue dashed line shows the theoretical prediction for the W±Z
production cross section in proton anti-proton collisions, calculated at NLO using MCFM with PDF set CT10. The
solid red line shows the theoretical prediction for the W±Z production cross section in proton-proton collisions,
calculated in the same way. The ATLAS results at 8 TeV define the total cross section with a Z boson with mass
between 66 GeV and 116 GeV. The results from CDF define the total cross section assuming zero-width for the Z
boson and neglecting the γ∗ contribution. The results from D0 define the total cross section with a Z boson with
mass between 60 GeV and 120 GeV.

12

Page 10 of 24 Eur. Phys. J. C (2012) 72:2173

Fig. 6 Observed two-dimensional 95 % confidence regions on the anomalous couplings without form factor. The horizontal and vertical lines
inside each contour correspond to the limits found in the one-dimensional fit procedure

technique has previously been used by ATLAS to unfold the
pT spectrum of inclusively produced W± bosons [37].

In the unfolding of binned data, effects of the experimen-
tal acceptance and resolution are expressed in a response
matrix, each element of which is the probability of an event
in the i-th true bin being reconstructed in the j -th measured
bin. In iterative Bayesian unfolding, the response matrix is
combined with the measured spectrum to form a likelihood,
which is then multiplied by a prior distribution to produce
the posterior probability of the true spectrum. The SM pre-
diction is used as the initial prior, and once the posterior
probability is obtained, it is used as the prior for the next it-
eration after smoothing. The spectrum becomes insensitive
to the initial prior after a few iterations. The number of itera-
tions is adjusted to control the degree of regularization [36].
The differences between successive iterations can be used to
estimate the stability of the unfolding method.

To achieve stable unfolding, that is, without excessive
sensitivity to statistical fluctuations in data or to details of
the unfolding technique, the measured quantity must be a
good approximation to the underlying true quantity: the re-
sponse matrix must be close to diagonal. The pZ

T distribution
used in the TGC analysis is a natural choice that has good
resolution and sensitivity to possible new physics. The frac-
tions of W±Z events that migrate between two pZ

T bins are
2–7 %.

In addition to pZ
T , the distribution of the diboson invariant

mass mWZ is also measured. The resolution of the recon-
structed mWZ is limited by the Emiss

T resolution. To avoid
large bin-to-bin migration and achieve stable unfolding,
three mWZ bins are used: 170–270 GeV, 270–405 GeV, and
405–2500 GeV. With this binning, the fractions of events
that migrate between two mWZ bins are 13–17 %.

Figure 7 shows the fiducial cross-sections extracted in
bins of pZ

T and mWZ , normalized by the sum of all bins.
Comparison with the SM prediction shows good agreement.

Fig. 7 Normalized fiducial cross-sections !σ fid
WZ/σ fid

WZ in bins of
(a) pZ

T and (b) mWZ compared with the SM prediction. The total
uncertainty contains statistical and systematic uncertainties added in
quadrature

The corresponding numerical values are presented in Ta-
bles 7 and 8 for pZ

T and mWZ , respectively.
The dominant source of uncertainties on the normal-

ized cross-sections is statistical. The statistical uncertain-
ties are determined by a Monte Carlo method. Two thou-

Normalized	  unfolding	  fiducial	  
cross	  sec6on	  at	  7	  TeV	  	  

Measured	  (pb)	   SM	  expecta9on	  (pb)	  

7	  TeV	  

8	  TeV	  
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where Pois(Ni
obs,N

i
s +Ni

b) is the Poisson probability of ob-
serving Ni

obs events in channel i when Ni
s signal and Ni

b

background events are expected. The nuisance parameters x
affect Ni

s and Ni
b as

Ni
s (σ,x) = Ni

s (σ,0)

(
1 +

∑

k

xkS
i
k

)
, (5)

Ni
b(x) = Ni

b(0)

(
1 +

∑

k

xkB
i
k

)
, (6)

where Si
k and Bi

k are the relative systematic uncertainties
on the signal and background, respectively, due to the k-th
source of systematic uncertainty.

To find the most probable value of σ (fiducial or total) the
negative log-likelihood function (from Eq. (4)) is minimized
simultaneously over σ and all the nuisance parameters xk .
The final results for the combined fiducial and total cross-
sections are

σ fid
WZ = 92+7

−6(stat.) ± 4(syst.) ± 2(lumi.) fb,

σ tot
WZ = 19.0+1.4

−1.3(stat.) ± 0.9(syst.) ± 0.4(lumi.) pb.

The fiducial cross-section σ fid
WZ is the sum of the four chan-

nels. Cross-sections extracted separately for the four chan-
nels agree within their uncertainties. The uncertainties are
estimated by taking the difference between the cross-section
at the minimum of the negative log-likelihood function and
the cross-section where the negative log-likelihood is 0.5
units above the minimum in the direction of the fit param-
eter σ . The likelihood is maximized over the nuisance pa-
rameters for each σ . The systematic uncertainties include
all sources except luminosity. Correlations between the sig-
nal and background uncertainties owing to common sources
of systematics are taken into account in the definition of the
likelihood. Table 5 summarizes the systematic uncertainties
on the cross-sections from different sources. The largest sin-
gle source of systematic uncertainty is the data-driven esti-
mate of the background contributions, dominated by that for
Z + jets production (±3.8 %).

6.2 Anomalous triple gauge couplings

General expressions for the effective Lagrangian for the
WWZ vertex can be found in Refs. [31, 32]. Retaining only
terms that separately conserve charge conjugation C and
parity P , the Lagrangian reduces to

LWWZ

gWWZ
= i

[
gZ

1
(
W †

µνW
µZν − WµνW

†µZν
)

+ κZW †
µWνZ

µν + λZ

m2
W

W †
ρµWµ

ν Zνρ

]
(7)

Table 5 Systematic uncertainties, in %, on the fiducial and total cross-
sections. The background uncertainties are split into data-driven esti-
mates (Z + jets and t t̄ ) and estimates from simulation (all other pro-
cesses)

Source σ fid
WZ σ tot

WZ

µ reconstruction 0.7 0.7

e reconstruction 2.1 2.0

Emiss
T reconstruction 0.5 0.5

Trigger 0.2 0.2

Signal MC statistics 0.5 0.5

Background data-driven 4.0 4.0

Background MC estimates 0.4 0.4

Event generator – 0.4

PDF – 1.2

QCD scale – 0.4

Total 4.6 4.8

Luminosity 1.8 1.8

where gWWZ = −e cot θW , e is the elementary charge, θW is
the weak mixing angle, Wµ and Zµ are the W and Z boson
wave functions, Xµν ≡ ∂µXν − ∂νXµ for X = W or Z, and
gZ

1 , κZ , and λZ are dimensionless coupling constants. The
SM predicts gZ

1 = 1, κZ = 1, and λZ = 0. This analysis sets
limits on possible deviations of these parameters from their
SM values, i.e. on (gZ

1 ≡ gZ
1 − 1, (κZ ≡ κZ − 1, and λZ ,

known as the anomalous TGC parameters. The W±Z pro-
duction cross-section is a bilinear function of these anoma-
lous TGCs.

To avoid tree-level unitarity violation, the anomalous
couplings must vanish as ŝ, the four-momentum squared of
the W±Z system, approaches infinity. To achieve this, an ar-
bitrary form factor may be introduced [32]. Here the dipole
form factor adopted is

α(ŝ) = α0

(1 + ŝ/Λ2)2 (8)

where α stands for (gZ
1 , (κZ , or λZ , α0 is the value of

the anomalous coupling at low energy, and Λ is the cut-off
scale, the scale at which new physics enters. The results are
reported both with and without this form factor.

Since an enhancement in the cross-section due to an
anomalous coupling would grow with ŝ, measurement sen-
sitivity to anomalous TGCs is enhanced by binning the data
in a kinematic variable related to ŝ. The transverse momen-
tum pZ

T of the Z boson provides a natural choice for such
binning as it is strongly correlated with ŝ and can be directly
reconstructed from the measured lepton momenta with good
precision. The data are therefore divided into six bins in pZ

T
of width 30 GeV followed by a wide bin that includes 180–
2000 GeV.
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Table 7 Normalized fiducial
cross-sections and uncertainties
in bins of pZ

T

pZ
T [GeV] [0, 30] [30, 60] [60, 90] [90, 120] [120, 150] [150, 180] [180, 2000]

!σ fid
WZ(pZ

T )/σ fid
WZ 0.231 0.350 0.230 0.065 0.045 0.042 0.038

Uncertainty 0.034 0.039 0.033 0.019 0.015 0.014 0.013

Table 8 Normalized fiducial cross-sections and uncertainties in bins
of mWZ

mWZ [GeV] [170, 270] [270, 405] [405, 2500]

!σ fid
WZ(mWZ)/σ fid

WZ 0.568 0.283 0.149

Uncertainty 0.038 0.030 0.027

sand pseudo-experimental spectra are generated by fluctu-
ating the content of each bin according to a Poisson distri-
bution. The unfolding procedure is applied to each pseudo-
experiment, and the r.m.s. of the results is taken as the sta-
tistical uncertainty. The systematic uncertainties are evalu-
ated by varying the response matrix for each source of the
uncertainty, and combining the resulting changes in the un-
folded spectrum. Because of the normalization, the results
are affected only by the uncertainties that depend on pZ

T or
mWZ . The stability of the unfolding procedure is tested in
two ways: firstly by comparing the unfolded spectra after
two and after three iterations, and secondly by checking that
the true variable distribution is correctly reproduced from a
simulated sample generated with non-zero anomalous cou-
plings.

7 Conclusion

Measurements of W±Z production in proton-proton colli-
sions at

√
s = 7 TeV have been presented using a data sam-

ple with an integrated luminosity of 4.6 fb−1, collected with
the ATLAS detector at the LHC. The candidate W±Z events
were selected in the fully leptonic final states with electrons,
muons, and large missing transverse momentum. In total,
317 candidates were observed with a background expecta-
tion of 68 ± 10 events. The fiducial and total cross-sections
are determined to be

σ fid
WZ = 92+7

−6(stat.) ± 4(syst.) ± 2(lumi.) fb,

and

σ tot
WZ = 19.0+1.4

−1.3(stat.) ± 0.9(syst.) ± 0.4(lumi.) pb,

respectively, where the fiducial cross-section is defined by
p

µ,e
T > 15 GeV for the leptons from the decay of the Z

bosons, p
µ,e
T > 20 GeV for the leptons from the decay of

the W± bosons, |ηµ,e| < 2.5, pν
T > 25 GeV, |m%% − mZ| <

10 GeV, MW
T > 20 GeV, and !R > 0.3 between the two

leptons of all possible pairings of the three leptons. These
results are significantly more precise than the earlier AT-
LAS measurement [6] which this paper supersedes. The to-
tal cross-section is consistent with the SM expectation of
17.6+1.1

−1.0 pb. Limits on anomalous triple gauge couplings
have been derived based on the observed pZ

T distribution.
The 95 % confidence intervals are

!gZ
1 ∈ [−0.057,0.093]

!κZ ∈ [−0.37,0.57]
λZ ∈ [−0.046,0.047]

without a form factor. The limits are again more stringent
than the earlier ATLAS measurement. Normalized fiducial
cross-sections have also been presented in bins of pZ

T and
mWZ , and are in good agreement with SM predictions.
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MCFM. The difference of 1% is included as systematic uncertainty in the acceptance.
The final results for the fiducial and total cross section measurements in each channel and for the

combined measurement are shown in Tables 4 and 5. The systematic uncertainties include all sources
except luminosity, which is listed separately.

The measurement uncertainty is dominated by systematic uncertainties coming from the reconstruc-
tion acceptance factor, the background estimate and the luminosity. The systematic uncertainty on the
reconstruction acceptance factor is dominated by uncertainties on reconstruction efficiencies for electrons
and muons, pT scale and resolution, and efficiencies for the isolation and impact-parameter requirements
which are studied using W±,Z, and J/ψ decays. Differences between data and simulated samples are
accounted for, and the uncertainties in the correction factors are used to evaluate the systematic uncer-
tainties. The uncertainties related to Emiss

T come mainly from the calibration of cluster and jet energies.
The systematic uncertainty from the background is dominant, amounting to ±5% and originates from
the data-driven method estimate of the background contributions dominated by the one for Z + jets
production. Finally the systematic uncertainty on luminosity is 2.8%.

The expected cross section from MCFM assuming re-normalization and factorization scales µr =

µ f = mWZ and the CT10 NLO PDF is 20.3 ± 0.8 pb. The theoretical fiducial cross section for one single
channel is 24.8 ± 0.9 fb.

Channel Cross Section [fb]
µµµ 23.3+1.7

−1.6(stat.) +1.5
−1.5(syst.) +0.7

−0.7(lumi.)

eµµ 26.2+2.2
−2.1(stat.) +1.7

−1.7(syst.) +0.9
−0.8(lumi.)

eeµ 26.8+2.1
−2.0(stat.) +1.6

−1.6(syst.) +0.8
−0.8(lumi.)

eee 22.7+2.5
−2.3(stat.) +2.3

−2.3(syst.) +0.8
−0.7(lumi.)

Combined 99.2+3.8
−3.0(stat.) +5.1

−5.4(syst.) +3.1
−3.0(lumi.)

Table 4: Measured fiducial cross sections for each channel and their sum.

Channel Cross Section [pb]
µµµ 19.1+1.4

−1.3(stat.) +1.3
−1.3(syst.) +0.6

−0.6(lumi.)

eµµ 21.4+1.9
−1.7(stat.) +1.5

−1.5(syst.) +0.7
−0.7(lumi.)

eeµ 21.9+1.8
−1.6(stat.) +1.4

−1.4(syst.) +0.7
−0.6(lumi.)

eee 18.6+2.1
−1.9(stat.) +1.9

−1.9(syst.) +0.6
−0.6(lumi.)

Combined 20.3+0.8
−0.7(stat.) +1.2

−1.1(syst.) +0.7
−0.6(lumi.)

Table 5: Measured total cross sections for each channel and combined.

Figure 5 shows measurements of the total W±Z production cross section as a function of center-of-
mass energy, from the ATLAS experiment at the LHC, and from the CDF [19] and D0 [20] experiments
at the Tevatron, as well as the theoretical predictions.

6 Conclusions

A measurement of the W±Z production cross section with the ATLAS detector in LHC proton-proton
collisions at

√
s = 8 TeV has been performed using events with electrons and muons in the final state. In a

10

dataset with an integrated luminosity of 13 fb−1 a total of 1094 candidates is observed with a background
expectation of 277± 9(stat.)±24(syst.) events. The Standard Model expectation for the number of signal
events is 819 ± 34. The fiducial and total cross sections are determined to be

σ f id
WZ→lνl�l� = 99.2+3.8

−3.0(stat.) +5.1
−5.4(syst.) +3.1

−3.0(lumi.) fb

σtot
WZ = 20.3+0.8

−0.7(stat.) +1.2
−1.1(syst.) +0.7

−0.6(lumi.) pb

The result is in agreement with the SM total cross section of 20.3 ± 0.8 pb.
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Leptonic WW Cross Section Measurements 

§  Candidate	  events:	  two	  opposite	  sign	  
charged	  leptons	  and	  large	  missing	  
transverse	  energy	  

§  Backgrounds:	  dominated	  by	  Drell-‐
Yan	  and	  tops	  
–  Drell-‐Yan:	  suppressed	  by	  modified	  

missing	  transverse	  energy,	  Z	  mass	  and	  
pT(ll)	  cuts	  

–  Tops:	  reject	  events	  with	  at	  least	  one	  jet	  

Emiss
T;Rel > 45, 45, 25 GeV for the ee, !!, and e! channels,

respectively. Less strict selection criteria onm‘‘0 and E
miss
T;Rel

are employed for the e! channel since the contribution
from the Drell-Yan process is inherently smaller.

With the application of the m‘‘0 and Emiss
T;Rel selection

criteria, the remaining background events come mainly
from t!t and single top-quark processes. To reject this
background contribution, events are vetoed if there is at
least one jet candidate with pT > 25 GeV and j"j< 4:5
(this selection criterion is denoted by the term ‘‘jet veto’’ in
this paper). To further reduce the Drell-Yan contribution,
the transverse momentum of the dilepton system, pTð‘‘0Þ,
is required to be greater than 30 GeV for all three channels.

Figures 2–5 show comparisons between data and simu-
lation for the m‘‘0 , E

miss
T;Rel, jet multiplicity, and pTð‘‘0Þ

distributions before the successive cuts are applied to the
ee, !!, and e! channels, respectively. The contributions
from various physics processes are estimated using MC

simulation and normalized to the cross sections as
described in Sec. IV. These plots indicate the discrimina-
tion power of these variables to reduce the dominant t!t,
W þ jets, and Drell-Yan backgrounds and improve the
signal-to-background ratio. Discrepancies between data
and SM predictions based on pure MC estimates for
some plots indicate the need for data-driven background
estimates as are used for the WW signal extraction.

VI. WW SIGNAL ACCEPTANCE

The fractions of simulated WW signal events remaining
after each step of the event selection are summarized in
Table I. The fractions for direct WW decays into electrons
or muons are shown separately from processes involving #
leptons (WW ! #$‘$ and WW ! #$#$ processes with #
leptons decaying into electrons or muons). The acceptance
for the !! channel is higher than the ee channel since the
identification efficiency for muons is higher than that for
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FIG. 4 (color online). Comparison between data and simulation for the jet multiplicity distribution of jets with pT > 25 GeV before
jet veto requirement for the (a) ee, (b) !!, and (c) e! channels, respectively. The contributions from various physics processes are
estimated using MC simulation and normalized to the cross sections as described in Sec. IV. The error band on each plot includes both
statistical and systematic uncertainties on the signal and background estimations. Systematic uncertainties on the signal estimation are
described in Sec. VI. Systematic uncertainties on background estimations include uncertainties on lepton, jet, and Emiss

T reconstruction
and identification, as well as uncertainties on theoretical production cross sections for these processes.
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FIG. 5 (color online). Comparison between data and simulation for the dilepton pT distribution before the pTð‘‘0Þ cut for the (a) ee,
(b) !!, and (c) e! channels, respectively. The contributions from various physics processes are estimated using MC simulation and
normalized to the cross sections as described in Sec. IV. The error band on each plot includes both statistical and systematic
uncertainties on the signal and background estimations. Systematic uncertainties on the signal estimation are described in Sec. VI.
Systematic uncertainties on background estimations include uncertainties on lepton, jet, and Emiss

T reconstruction and identification, as
well as uncertainties on theoretical production cross sections for these processes.

MEASUREMENT OF WþW$ PRODUCTION IN pp . . . PHYSICAL REVIEW D 87, 112001 (2013)

112001-5

Emiss
T;Rel > 45, 45, 25 GeV for the ee, !!, and e! channels,

respectively. Less strict selection criteria onm‘‘0 and E
miss
T;Rel

are employed for the e! channel since the contribution
from the Drell-Yan process is inherently smaller.

With the application of the m‘‘0 and Emiss
T;Rel selection

criteria, the remaining background events come mainly
from t!t and single top-quark processes. To reject this
background contribution, events are vetoed if there is at
least one jet candidate with pT > 25 GeV and j"j< 4:5
(this selection criterion is denoted by the term ‘‘jet veto’’ in
this paper). To further reduce the Drell-Yan contribution,
the transverse momentum of the dilepton system, pTð‘‘0Þ,
is required to be greater than 30 GeV for all three channels.

Figures 2–5 show comparisons between data and simu-
lation for the m‘‘0 , E

miss
T;Rel, jet multiplicity, and pTð‘‘0Þ

distributions before the successive cuts are applied to the
ee, !!, and e! channels, respectively. The contributions
from various physics processes are estimated using MC

simulation and normalized to the cross sections as
described in Sec. IV. These plots indicate the discrimina-
tion power of these variables to reduce the dominant t!t,
W þ jets, and Drell-Yan backgrounds and improve the
signal-to-background ratio. Discrepancies between data
and SM predictions based on pure MC estimates for
some plots indicate the need for data-driven background
estimates as are used for the WW signal extraction.

VI. WW SIGNAL ACCEPTANCE

The fractions of simulated WW signal events remaining
after each step of the event selection are summarized in
Table I. The fractions for direct WW decays into electrons
or muons are shown separately from processes involving #
leptons (WW ! #$‘$ and WW ! #$#$ processes with #
leptons decaying into electrons or muons). The acceptance
for the !! channel is higher than the ee channel since the
identification efficiency for muons is higher than that for
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FIG. 4 (color online). Comparison between data and simulation for the jet multiplicity distribution of jets with pT > 25 GeV before
jet veto requirement for the (a) ee, (b) !!, and (c) e! channels, respectively. The contributions from various physics processes are
estimated using MC simulation and normalized to the cross sections as described in Sec. IV. The error band on each plot includes both
statistical and systematic uncertainties on the signal and background estimations. Systematic uncertainties on the signal estimation are
described in Sec. VI. Systematic uncertainties on background estimations include uncertainties on lepton, jet, and Emiss

T reconstruction
and identification, as well as uncertainties on theoretical production cross sections for these processes.
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FIG. 5 (color online). Comparison between data and simulation for the dilepton pT distribution before the pTð‘‘0Þ cut for the (a) ee,
(b) !!, and (c) e! channels, respectively. The contributions from various physics processes are estimated using MC simulation and
normalized to the cross sections as described in Sec. IV. The error band on each plot includes both statistical and systematic
uncertainties on the signal and background estimations. Systematic uncertainties on the signal estimation are described in Sec. VI.
Systematic uncertainties on background estimations include uncertainties on lepton, jet, and Emiss

T reconstruction and identification, as
well as uncertainties on theoretical production cross sections for these processes.
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WW Cross Sections 

The combined total cross section from the three decay
channels is determined by minimizing the negative log-
likelihood function:

L ¼ " ln
Y3

i¼1

e"ð!i
sþ!i

bÞ & ð!i
s þ!i

bÞN
i
obs

Ni
obs!

; (7)

where i ¼ 1, 2, 3 runs over the three channels, !i
s and !i

b
represent the expected WW signal and estimated back-
ground for the ith channel, and Ni

obs represents the number
of observed data events. The expected WW signal is com-
puted as !i

s ¼ "WW & BR&L& Ai
WW & Ci

WW , where
Ai
WW and Ci

WW are the corresponding AWW and CWW in
the ith channel.

The combined total cross section is "WW ¼ 51:9'
2:0ðstatÞ ' 3:9ðsystÞ ' 2:0ðlumiÞ pb and is also shown in
Table VI. The statistical uncertainty is estimated by taking
the difference between the cross section at the minimum of
the negative log-likelihood function and the cross section
where the negative log-likelihood is 0.5 units above the
minimum. Systematic uncertainties include all sources
except luminosity and are taken into account by convolv-
ing the Poisson probability distributions for signal and
background with the corresponding Gaussian distributions.
Correlations between the signal and background uncertain-
ties due to common sources of systematic uncertainties are
taken into account in the definition of the likelihood.

IX. NORMALIZED DIFFERENTIAL FIDUCIAL
CROSS SECTION

The measured leading lepton pT distribution is unfolded
to remove all experimental effects due to detector accep-
tance, resolution, and lepton reconstruction efficiencies.
The unfolded distribution provides a differential cross-
section measurement in the fiducial phase space and
allows a comparison with different theoretical models.
A Bayesian unfolding technique [43] with three iterative
steps is used in this analysis.

In unfolding of binned data, effects of the experimental
acceptance and resolution are expressed in a response
matrix, whose elements are the probability of an event in
the ith bin at the generator level being reconstructed in the
jth measured bin. The lepton pT bins are chosen to be
wider than the detector resolution to minimize migration
effects and to maintain a sufficient number of events in
each bin. The bin purity is found to be above 80%, imply-
ing small bin-to-bin migration effects.

The measured leading lepton pT distribution in data is
then corrected using a regularized inversion of the response
matrix. Finally, the distribution is corrected for efficiency
and acceptance calculated from simulation.

Figure 7 shows the normalized fiducial cross sections
(1="fid

WW & d"fid
WW=dpT) extracted in bins of the leading

lepton pT together with the SM predictions. The combined
fiducial cross section "fid

WW is defined as the sum of the

fiducial cross sections in each decay channel. The corre-
sponding numerical values and the correlation matrix are
shown in Table VII. The overall uncertainty is about 5% for
leading lepton pT < 80 GeV and increases to 40% for
leading lepton pT > 140 GeV. The dominant source of
uncertainty on the normalized differential cross section is
statistical and is determined from MC ensembles. Two
thousand pseudoexperimental spectra are generated by
fluctuating the content of each bin according to a Poisson
distribution with a mean that is equal to the bin content.
The unfolding procedure is applied to each pseudoexperi-
ment, and the root mean square of the results is taken as the
statistical uncertainty.
Systematic uncertainties on the normalized differential

cross section mainly arise from uncertainties which di-
rectly impact the shape of the leading lepton pT spectrum,
i.e. the lepton energy scale and resolution, identification
and isolation efficiencies, jet and Emiss

T modeling, and
background estimations. The systematic uncertainties are
evaluated by varying the response matrix for each uncer-
tainty, and combining the resulting changes in the unfolded
spectrum. Uncertainties on the expected background
shapes and contributions are treated in a similar way. The
performance of the unfolding procedure was verified by
comparing the true and unfolded spectrum generated using
pseudoexperiments. The unfolded results are stable with
different numbers of iterations used and different input
distributions.

X. ANOMALOUS WWZ AND WW! COUPLINGS

The reconstructed leading lepton pT distribution is used
to set limits on anomalous WWZ and WW# TGCs. The
Lorentz invariant Lagrangian describing the WWZ and
WW# interactions [44] has 14 independent coupling
parameters. Assuming electromagnetic gauge invariance
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FIG. 7 (color online). The normalized differentialWW fiducial
cross section as a function of the leading lepton pT compared to
the SM prediction.
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The W þ jets background contribution is based on the
data-driven method as described in Sec. VII C, and the
non-WW diboson background contributions are estimated
using simulation.

The fiducial and total cross sections for theWW process
for the three individual decay channels are calculated using
Eqs. (1) and (2), respectively. The results are shown in

Table VI together with the SM predictions. Reasonable
agreement is found between the measured cross sections
and the theoretical predictions. For the total cross-section
measurement, the relative statistical uncertainty is 12%,
8%, and 5% for the ee,!!, and e! channels, respectively,
and the overall relative systematic uncertainty is 18%,
10%, and 8%, respectively.

TABLE VI. The measured fiducial and total cross sections for the three channels separately and also the total cross section for the
combined channels, compared with theoretical predictions. The fiducial cross sections include the branching ratio for both W bosons
decaying into e" or !" (including decays through # leptons with additional neutrinos). For the measured cross sections, the first
uncertainty is statistical, the second is systematic without luminosity uncertainty, and the third is the luminosity uncertainty.

Measured $fid
WW (fb) Predicted $fid

WW (fb) Measured $WW (pb) Predicted $WW (pb)

ee 56:4" 6:8" 9:8" 2:2 54:6" 3:7 46:9" 5:7" 8:2" 1:8 44:7þ2:1
#1:9

!! 73:9" 5:9" 6:9" 2:9 58:9" 4:0 56:7" 4:5" 5:5" 2:2 44:7þ2:1
#1:9

e! 262:3" 12:3" 20:7" 10:2 231:4" 15:7 51:1" 2:4" 4:2" 2:0 44:7þ2:1
#1:9

Combined $ $ $ $ $ $ 51:9" 2:0" 3:9" 2:0 44:7þ2:1
#1:9

(leading lepton) [GeV]
T

p
20 40 60 80 100 120 140 160

E
ve

nt
s 

/ 5
G

eV

0

50

100

150

200

250
Data

νlνl→WW
Drell-Yan
top-quark
W+jets
non-WW diboson

stat+systσ

ATLAS
-1Ldt = 4.6 fb∫

 = 7 TeVs

(a)

(ll)φ∆
0 0.5 1 1.5 2 2.5 3

E
ve

nt
s 

/ 0
.1

6

0

50

100

150

200

250
Data

νlνl→WW
Drell-Yan
top-quark
W+jets
non-WW diboson

stat+systσ

ATLAS
-1Ldt = 4.6 fb∫

 = 7 TeVs

(b)

) [GeV]
T
miss(llE

T
p

0 20 40 60 80 100

E
ve

nt
s 

/ 1
0G

eV

0

100

200

300

400

500

600 Data
νlνl→WW

Drell-Yan
top-quark
W+jets
non-WW diboson

stat+systσ

ATLAS
-1Ldt = 4.6 fb∫

 = 7 TeVs

(c)

) [GeV]
T
miss(llETm

50 100 150 200 250 300 350

E
ve

nt
s 

/ 2
0G

eV

0

50

100

150

200

250

300

350

400

450
Data

νlνl→WW
Drell-Yan
top-quark
W+jets
non-WW diboson

stat+systσ

ATLAS
-1Ldt = 4.6 fb∫

 = 7 TeVs

(d)

FIG. 6 (color online). Distributions for WW candidates with all selection criteria applied and combining ee, !!, and e! channels:
(a) leading lepton pT (b) opening angle between the two leptons [!%ð‘‘0Þ], (c) pT, and (d) mT of the ‘‘0 þ Emiss

T system. The points
represent data. The statistical and systematic uncertainties are shown as grey bands. The stacked histograms are from MC predictions
except the background contributions from the Drell-Yan, top-quark, and W þ jets processes, which are obtained from data-driven
methods. The prediction of the SM WW contribution is normalized to the inclusive theoretical cross section of 44.7 pb.
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Measured	  (pb)	   SM	  predic9on	  (pb)	  

ee	  

μμ	  

eμ	  

Combined	  

12

Measured σfid
WW (fb) Predicted σfid

WW (fb) Measured σWW (pb) Predicted σWW (pb)
ee 56.4± 6.8± 9.8± 2.2 54.6± 3.7 46.9± 5.7± 8.2± 1.8 44.7+2.1

−1.9

µµ 73.9± 5.9± 6.9± 2.9 58.9± 4.0 56.7± 4.5± 5.5± 2.2 44.7+2.1
−1.9

eµ 262.3± 12.3± 20.7± 10.2 231.4± 15.7 51.1± 2.4± 4.2± 2.0 44.7+2.1
−1.9

Combined · · · · · · 51.9± 2.0± 3.9± 2.0 44.7+2.1
−1.9

TABLE VI: The measured fiducial and total cross sections for the three channels separately and also the total cross section
for the combined channels, compared with theoretical predictions. The fiducial cross sections include the branching ratio for
both W bosons decaying into eν or µν (including decays through τ leptons with additional neutrinos). For the measured
cross sections, the first uncertainty is statistical, the second is systematic without luminosity uncertainty and the third is the
luminosity uncertainty.
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FIG. 7: The normalized differential WW fiducial cross section as a function of the leading lepton pT compared to the SM
prediction.

independent parameters is only two for the Equal Cou-

plings scenario and the HISZ scenario, and three for the

LEP scenario. Limits are also set assuming no relation-

ships among these five parameters.

A reweighting method is applied to SM WW events

generated with mc@nlo and processed through the full

detector simulation to obtain the leading lepton pT dis-

tribution with anomalous couplings. The reweighting

method uses an event weight to predict the rate with

which a given event would be generated if anomalous

couplings were present. The event weight is the ratio of

the squared matrix elements with and without anomalous

couplings i.e., |M|2/|M|2SM, where |M|2 is the matrix

element squared in the presence of anomalous couplings

and |M|2SM is the matrix element squared in the SM.

The event generator bho [47] is used for the calculation

of the two matrix elements. Generator-level comparisons

of WW production between mc@nlo and bho with all

anomalous couplings set to zero are performed and con-

sistent results are obtained. Samples with different sets

of anomalous couplings are generated and the ratio of

the leading lepton pT distribution to the SM prediction

is parameterized as a function of the input anomalous

coupling parameters. This function is then used to inter-

polate the leading lepton pT distribution for any given

anomalous couplings. To verify the reweighting method,

the event weights for a given set of anomalous couplings

are calculated and applied to events generated with bho
assuming no anomalous couplings. The reweighted dis-

tributions are compared to those predicted by the bho
generator, and good agreement is observed for the inclu-

sive cross section and for the kinematic distributions as

shown in Fig. 8(a).

Figure 8(b) compares the reconstructed leading lep-

ton pT spectrum in data with that from the sum of ex-

pected signal and background contributions. The pre-

dicted leading lepton pT distributions for three different

anomalous TGC values are also shown. Events at high

values of the leading lepton pT distribution are sensitive

to anomalous TGCs. Limits on anomalous TGCs are ob-

tained by forming a likelihood test incorporating the ob-

served number of candidate events, the expected signal as
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Measured σfid
WW (fb) Predicted σfid

WW (fb) Measured σWW (pb) Predicted σWW (pb)
ee 56.4± 6.8± 9.8± 2.2 54.6± 3.7 46.9± 5.7± 8.2± 1.8 44.7+2.1

−1.9

µµ 73.9± 5.9± 6.9± 2.9 58.9± 4.0 56.7± 4.5± 5.5± 2.2 44.7+2.1
−1.9

eµ 262.3± 12.3± 20.7± 10.2 231.4± 15.7 51.1± 2.4± 4.2± 2.0 44.7+2.1
−1.9

Combined · · · · · · 51.9± 2.0± 3.9± 2.0 44.7+2.1
−1.9

TABLE VI: The measured fiducial and total cross sections for the three channels separately and also the total cross section
for the combined channels, compared with theoretical predictions. The fiducial cross sections include the branching ratio for
both W bosons decaying into eν or µν (including decays through τ leptons with additional neutrinos). For the measured
cross sections, the first uncertainty is statistical, the second is systematic without luminosity uncertainty and the third is the
luminosity uncertainty.
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independent parameters is only two for the Equal Cou-

plings scenario and the HISZ scenario, and three for the

LEP scenario. Limits are also set assuming no relation-

ships among these five parameters.

A reweighting method is applied to SM WW events

generated with mc@nlo and processed through the full

detector simulation to obtain the leading lepton pT dis-

tribution with anomalous couplings. The reweighting

method uses an event weight to predict the rate with

which a given event would be generated if anomalous

couplings were present. The event weight is the ratio of

the squared matrix elements with and without anomalous

couplings i.e., |M|2/|M|2SM, where |M|2 is the matrix

element squared in the presence of anomalous couplings

and |M|2SM is the matrix element squared in the SM.

The event generator bho [47] is used for the calculation

of the two matrix elements. Generator-level comparisons

of WW production between mc@nlo and bho with all

anomalous couplings set to zero are performed and con-

sistent results are obtained. Samples with different sets

of anomalous couplings are generated and the ratio of

the leading lepton pT distribution to the SM prediction

is parameterized as a function of the input anomalous

coupling parameters. This function is then used to inter-

polate the leading lepton pT distribution for any given

anomalous couplings. To verify the reweighting method,

the event weights for a given set of anomalous couplings

are calculated and applied to events generated with bho
assuming no anomalous couplings. The reweighted dis-

tributions are compared to those predicted by the bho
generator, and good agreement is observed for the inclu-

sive cross section and for the kinematic distributions as

shown in Fig. 8(a).

Figure 8(b) compares the reconstructed leading lep-

ton pT spectrum in data with that from the sum of ex-

pected signal and background contributions. The pre-

dicted leading lepton pT distributions for three different

anomalous TGC values are also shown. Events at high

values of the leading lepton pT distribution are sensitive

to anomalous TGCs. Limits on anomalous TGCs are ob-

tained by forming a likelihood test incorporating the ob-

served number of candidate events, the expected signal as

§  Measured	  total	  
cross	  sec6on	  in	  
good	  agreement	  
with	  SM	  NLO	  
predic6on.	  



WW+WZ Semileptonic Analysis 
 §  Require	  one	  lepton,	  high	  missing	  transverse	  energy	  and	  two	  jets	  

–  Measure	  combine	  WW+WZ	  cross	  sec6on	  
–  BeVer	  σ	  x	  BR	  (~6	  6mes	  compared	  to	  fully	  leptonic	  channel)	  
–  Similar	  signal	  to	  VH(bbar).	  

§  Challenging	  analysis	  with	  high	  background	  from	  W+jets	  (S/B	  <	  3%)	  
§  Need	  to	  understand	  the	  shape	  of	  invariant	  mass	  of	  two	  jets	  	  

(ATL-‐CONF-‐2012-‐157)	  

7	  

varying the systematic uncertainty j by ±1 sigma in sample k. A nuisance parameter α j then parametrizes
the shape variation systematic j according to:

h jk(x) = h0
jk(x) + α j

(
h+jk(x) − h0

jk(x)
)
, α j ≥ 0 ,

h0
jk(x) − α j

(
h−jk(x) − h0

jk(x)
)
, α j < 0 . (2)

If a particular uncertainty affects both shape and normalization the templates are not normalized and
the variation of the nuisance parameter α j results in a variation of both shape and normalization. The
correlation between normalization and shape of all the systematic uncertainties considered in the fit is
completely taken into account for the signal.

The systematic uncertainties in the electron and muon channels due to the same source are assumed
to be 100 % correlated. However, uncertainties due to different sources are assumed to be mutually
independent. The systematic uncertainties on the normalizations and shapes are included in the fit with
Gaussian constraints, except for the jet energy scale and the multijet background uncertainties.

The jet energy scale shape systematic and multijet background uncertainty are not included in the
likelihood fit. The systematic uncertainty is estimated by using a frequentist approach based on pseudo-
experiments. In each pseudo-experiment the pseudo-data are generated based on randomly drawn values
of the α j for these systematic uncertainties, but fitted using the nominal values of α j (i.e., zero). The
rms of the signal cross section values observed in these pseudo-experiments is used to estimate the
corresponding systematic uncertainty. The jet energy scale normalization systematic for the signal is
taken into account by evaluating the yield variation of the WW/WZ samples when the scale is varied by
±1 sigma. A summary table listing all the systematic sources affecting normalization and shape and how
their effect on the cross section measurement is estimated is shown in Table 2.

The uncertainty due to the limited MC statistics used to create the templates is also estimated using
pseudo-experiments. The pseudo-data are generated from templates whose bins are fluctuated according
to their statistical uncertainty, and then fitted with the original templates.
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Figure 4: Di-jet invariant mass distribution of reconstructed W/Z → j j candidates for electron (left) and
muon (right) channels, compared to the fitted signal and background components (top panel). The values
of χ2/ndf are also shown on the plots. The fractional difference between the data and the MC expectation
as a function of m j j for electron (let) and muon (right) channels are shown in the bottom panels.
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Sigma	  (WW+WZ):	  72	  ±	  9	  (stat)	  ±	  15	  (syst.)	  ±	  13	  (MC	  stat)	  pb	  
SM	  predic9on:	  63.4	  ±	  2.6	  pb	  

Signal	  significance:	  	  
Observe:	  3.3σ	  
Expected	  3.0σ	  



Wγ Cross Section Measurement 

§  Signature:	  a	  lepton,	  high	  missing	  transverse	  energy	  and	  a	  gamma.	  
§  Major	  backgrounds	  from	  W+jets,	  γ+jets	  and	  Z+X	  (electron	  

channel).	  

Phys.	  Rev.	  D	  87,	  112003	  (2013)	  

8	  

Measure	  inclusive	  (Njet	  >=	  0)	  and	  exclusive	  (no	  jets	  with	  ET	  >	  30	  GeV	  and	  |η|	  <	  4.4)	  
cross	  sec6ons	  -‐>	  beVer	  comparison	  to	  predicted	  cross	  sec6on	  from	  MCFM	  



Anomalous Triple Gauge Couplings 

9	  
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§  Effec6ve	  Lagrangian	  to	  describe	  anomalies	  at	  WWV	  vertex	  
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§  In	  SM:	  	  
–  g1Z	  =	  κZ=κγ=1	  
–  λZ	  =λγ	  =	  0	  

§  Form	  factor	  to	  reserve	  the	  unitarity	  	  

Kristian Gregersen, Epiphany Conference January 7-9 2013, Cracow

• Anomalous triple gauge couplings (aTGC) represent new interaction vertices or 
corrections to existing ones between SM electroweak bosons.  This modifies the 
expected production rate of dibosons.

• Model independent parametrization via effective Lagrangians

- Charged aTGCs for Wγ (CP conserving)

- Neutral aTGCs for Zγ (CP conserving)

• Unitarity is preserved by introducing energy dependent form factor

• Results are presented with/without form factor.

α(ŝ) =
α0

(1 + ŝ/Λ2)n
Λ = 6TeV, n = 2 for Wγ,

Λ = 3TeV, n = 3(hγ
3), 4(h

γ
4) for Zγ

L = ieκγW
†
µWνF

µν + ie
λγ

M2
W

W †
σµW

µ
νF

νσ
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§  aTGC	  effects	  enhance	  the	  rate	  at	  high	  scale	  (pT	  ,	  invariant	  
mass)	  or	  modify	  the	  angular	  distribu6ons	  



aTGC Limits from WW Leptonic Measurement 

confidence level (C.L.) intervals on anomalous TGC pa-
rameters include all values of anomalous TGC parameters
for which the negative log-likelihood functions increase by
no more than 1.92 (2.99) units above the minimum for the
one (two)-dimensional case.

Table VIII shows expected and observed 95% C.L.
limits on anomalous WWZ and WW! couplings for three
scenarios (LEP, HISZ, and equal couplings) with two
scales, ! ¼ 6 TeV and ! ¼ 1. The ! ¼ 6 TeV scale is
chosen as it is the rounded largest value that still preserves
unitarity for all extracted anomalous TGC limits of this
analysis. Table IX shows the results assuming no relation-
ships between the five couplings. Figure 9 shows the
two-dimensional 95% C.L. contour limits of ""Z vs #Z,
""Z vs "gZ1 , ""! vs "gZ1 , and #Z vs "gZ1 for the LEP
scenario. Except for the anomalous coupling parameter(s)
under study, all other parameters are set to their SM
values.

Limits in the LEP scenario are compared with limits
obtained from the CMS [13], CDF [10], D0 [10], and LEP
[9] experiments in Fig. 10. Because of higher energy and
higherWW production cross section at the LHC, the limits
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FIG. 8 (color online). (a) The leading lepton pT spectrum from the SM prediction, compared with a prediction using BHO and by
reweighting the SM prediction assuming the LEP scenario with ""Z ¼ 0:1, #Z ¼ 0, "gZ1 ¼ "0:1, and ! ¼ 1. (b) The reconstructed
leading lepton pT spectrum in data and sum of MC signal and background for the SM prediction and for three different anomalous
TGC predictions. The shaded band corresponds to the total statistical and systematic uncertainties. The rightmost bin shows the sum of
all events with leading lepton pT above 180 GeV.

TABLE VIII. The 95% C.L. expected and observed limits on anomalous TGCs in the LEP, HISZ, and equal couplings scenarios.
Except for the coupling under study, all other anomalous couplings are set to zero. The results are shown for two scales ! ¼ 6 TeV
and ! ¼ 1.

Expected Observed Expected Observed
Scenario Parameter (! ¼ 6 TeV) (! ¼ 6 TeV) (! ¼ 1) (! ¼ 1)

LEP
""Z ½"0:043; 0:040$ ½"0:045; 0:044$ ½"0:039; 0:039$ ½"0:043; 0:043$

#Z ¼ #! ½"0:060; 0:062$ ½"0:062; 0:065$ ½"0:060; 0:056$ ["0:062; 0:059$
"gZ1 ½"0:034; 0:062$ ½"0:036; 0:066$ ½"0:038; 0:047$ ½"0:039; 0:052$

HISZ
""Z ½"0:040; 0:054$ ½"0:039; 0:057$ ½"0:037; 0:054$ ½"0:036; 0:057$

#Z ¼ #! ½"0:064; 0:062$ ½"0:066; 0:065$ ½"0:061; 0:060$ ½"0:063; 0:063$

Equal couplings
""Z ½"0:058; 0:089$ ½"0:061; 0:093$ ½"0:057; 0:080$ ½"0:061; 0:083$

#Z ¼ #! ½"0:060; 0:062$ ½"0:062; 0:065$ ½"0:060; 0:056$ ½"0:062; 0:059$

TABLE IX. The 95% C.L. expected and observed limits on
anomalous TGCs assuming no relationships between these five
coupling parameters for ! ¼ 1. Except for the coupling under
study, all other anomalous couplings are set to zero.

Expected Observed
Parameter (! ¼ 1) (! ¼ 1)

""Z ½"0:077; 0:086$ ½"0:078; 0:092$
#Z ½"0:071; 0:069$ ½"0:074; 0:073$
#! ½"0:144; 0:135$ ½"0:152; 0:146$
"gZ1 ½"0:449; 0:546$ ½"0:373; 0:562$
""! ½"0:128; 0:176$ ½"0:135; 0:190$

MEASUREMENT OF WþW" PRODUCTION IN pp . . . PHYSICAL REVIEW D 87, 112001 (2013)

112001-13
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Phys.	  Rev.	  D	  87,	  112001	  (2013)	  
§  Use	  reconstructed	  leading	  lepton	  pT	  distribu6on	  to	  obtain	  

95%	  CL	  cross	  sec6on	  limits.	  
§  Compare	  95%	  CL	  limits	  on	  the	  couplings	  between	  

experiments	  
–  Tighter	  than	  Tevatron	  (higher	  energy)	  
–  Approaching	  the	  precision	  of	  LEP	  combined	  results	  



§  Comparable	  with	  Tevatron	  results	  
11	  

aTGC	  parameters	  constrained	  
using	  7	  TeV	  data	  

Eur.	  Phys.	  J.	  C	  (2012)	  72:2173	  
	  

aTGC Limits from WZ Measurement 



aTGC Limits from Wγ Measurement 

§  aTGC	  effect	  is	  shown	  at	  high	  
gamma	  ET	  bins.	  

§  Comparable	  to	  Tevatron	  
results.	  
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Summary 

§  Cross	  sec6on	  measurements	  of	  WW,	  WZ	  and	  Wγ	  are	  
performed	  using	  7	  TeV	  and	  8	  TeV	  proton-‐proton	  
collision	  data.	  

§  No	  devia6on	  from	  the	  SM	  expecta6on	  is	  found	  in	  
these	  final	  states	  and	  the	  stringent	  limits	  on	  the	  
aQGC	  couplings	  are	  set.	  

§  More	  8	  TeV	  results	  are	  coming:	  update	  the	  cross	  
sec6ons	  and	  aTGC	  limits	  to	  full	  2012	  data.	  
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