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However at Wilson-Fisher fixed point: $\gamma_{\phi^{2}} \simeq \sqrt{12 \gamma_{\phi}}$
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$C_{120}$ are called OPE coefficients and define completely the theory.
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- ('13: El-Showk, Paulos, Poland, Rychkov, Simmons-Duffin, AV ): efficient method to compute Taylor coefficients of conformal block in any dimension.
(See David Simmons-Duffin's talk).
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## Crossing symmetry $\Rightarrow$ Sum Rule

$$
\sum_{\Delta, I} C_{\Delta, I}^{2} \underbrace{\frac{v^{d} g_{\Delta, I}(u, v)-u^{d} g_{\Delta, I}(v, u)}{u^{d}-v^{d}}}_{F_{d, \Delta, I}}=1
$$

- $F_{d, \Delta, I}$ known functions
- $C_{\Delta, l}^{2}$ unknown coefficients
[Rattazzi,Rychkov,Tonni, AV]
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For unfeasible spectra it exists a plane separating the cone and the vector.
More formally...
Look for a Linear functional

$$
\Lambda\left[F_{d, \Delta, I}\right] \equiv \sum_{n, m}^{N_{\max }} \lambda_{m n} \partial^{n} \partial^{m} F_{d, \Delta, I}
$$

such that

$$
\Lambda\left[F_{d, \Delta, I}\right]>0 \quad \text { and } \quad \Lambda[1]<0
$$

[Rattazzi,Rychkov,Tonni, AV]
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## Which spectrum?
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## Ex: Scalar field in 4D

- Take a scalar field $\phi$ with dimension $d$.
- Assume the OPE $\phi \times \phi$ contains scalar operators with dimension larger than $\Delta_{0}$.
- Question: how large can $\Delta_{0}$ be?


When $d \lesssim 1.6$, no CFT exists without relevant operator in $\phi \times \phi$
[Poland,Simmons-Duffin, AV]
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A kink signals the presence of the Ising Model
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## A family of CFT's



- Bounds smoothly interpolate from 4D to 2D
- Kinks lie on a smooth curve
- Kinks easy to identify for $D \geq 3.2$ and $D \leq 2.5$ (Ising 3D: the hardest..)


## Epsilon Expansion: $D=4-\epsilon$

$$
\begin{aligned}
& \gamma_{\phi}=\frac{(N+2) \epsilon^{2}}{4(N+8)^{2}}-\frac{(N+2)\left(N^{2}-56 N-272\right) \epsilon^{3}}{16(N+8)^{4}}+O\left(\epsilon^{3}\right) \\
& \gamma_{\phi^{2}}=\frac{(N+2) \epsilon}{N+8}+\frac{(N+2)(13 N+44) \epsilon^{2}}{2(N+8)^{3}}+O\left(\epsilon^{3}\right)
\end{aligned}
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& \gamma_{\phi}=\frac{(N+2) \epsilon^{2}}{4(N+8)^{2}}-\frac{(N+2)\left(N^{2}-56 N-272\right) \epsilon^{3}}{16(N+8)^{4}}+O\left(\epsilon^{3}\right) \\
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-     - Our prediction
- Borel resumed series: central values and errors
[Guillou,Zinn-Justin]
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- Strong indications that there exists a families of CFT's connecting Ising 2D, Ising 3D and Free theory in 4D
- Each CFT satisfies Crossing Constraint in its space-time dimension
- Understand the limit $D \longrightarrow 1$
- Partially reconstruct the spectrum of those CFT's
[El-Showk,Paulos,Poland,Simmons-Duffin,AV: in progress]
... stay tuned for updates!

