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“Very Natural” SUSY

light stop
m < TeV

other stuff
(heavy stop, EWinos, Higgsinos,

gluino, other squarks, etc)

particle mass

~

e.g., Brust, Katz, Lawrence, Sundrum (1111.6670)



• Baryonic R-parity violation
– λ’’3ij tR dRi dRj    (i ≠ j)

• 100% decays to 2 down-type quarks
– prompt if λ’’ > 10-7

– MFV:  96% contain bottom

• Direct pair production ⇒ fully jetty final-state

– no handles like leptons or MET
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Alternatives to Direct Production

• Produced in gluino decay (⇒ associated top pair)

– dileptonic tops (possibly same-sign)
– semileptonic tops (jet multiplicity, HT tails, dijet resonance peak)
– possibly high b-tag multiplicity (3 or 4)

• Produced in sbottom decay
– extra leptonic handle from b ➞ t W

• Produced in heavier stop decay
– not yet studied in detail
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Pursuing Direct Production

• Much less model-dependent
– rate and kinematics are only a function of stop mass
– we will even ignore jet flavor (structure of λ’’ coupling)...for now
– not necessarily SUSY (generic diquark pair search)

• A benchmark for purely jetty searches
• Current limits are very weak

– LEP:   90 GeV
– Tevatron:  100 GeV
– LHC:  No limit!!
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Trigger Creep at the LHC

*Alleviated by parked data.  See also b-jet-triggered analysis proposed in Franceschini & Torre (1212.3622) 

ATLAS 34 pb-1 (approx)

ATLAS 5 fb-1

CMS 2 fb-1 (now 5 fb-1)
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Fig. 2. The comparison of the prediction of the background with the data in the signal region is shown. The points are the
data in the signal region (region A). The solid (dashed) histogram is the estimated signal in region A (B) for the nominal
cross section. The predictions of background in region A based upon the data in region B (rectangles) and upon the result of
the fit in region B (line), each normalized using the ABCD method, are shown for: (top left) Msgluon = 100 GeV, (top right)
Msgluon = 140 GeV, (bottom left) Msgluon = 160 GeV and (bottom right) Msgluon = 190 GeV. The bin size is chosen to follow
the expected signal width.

are also shown. Table 3 shows the number of events in the
signal region, the prediction of the background from the
ABCD prediction, the χ2 per degree of freedom (NDF )
between the shapes of the distributions in region A and
B (χ2/NDF (A,B)), as well as the χ2/NDF (B) in the
background region for the fit of the background function.
No significant deviation is observed between the data-
driven background prediction and the data. Therefore lim-
its are set on the excluded cross section using a profile
likelihood ratio with the CLs approach [29]. The shapes
of signal and background are included in the likelihood.
The signal contamination in the control regions is taken
into account according to the signal cross section. A Gaus-
sian shape is used in region B; whereas, in regions C and D
the shape is background-like.

The different sources of systematic uncertainty and
their effect are summarized in Table 4. The uncertainty
on the integrated luminosity is 3.4% [30]. The trigger ef-
ficiency is estimated in minimum bias data to be 99±1%.
The signal acceptance and contamination are taken from
the full simulation Monte Carlo samples with a statistical
uncertainty of 5% (in region A) by fitting the efficiencies

as a function of the sgluon mass. The jet energy scale
uncertainty is propagated to the signal [28], affecting the
selection efficiency. A second effect of the JES uncertainty
on the signal is a ±2% shift of the signal mass peak posi-
tion. The impact of the jet energy resolution uncertainty
on the signal mass peak width is 10%. The impact of the
choice of the PDF for the signal generation was estimated
to be less than 2%. Finally a systematic error, reflect-
ing the statistics available to check the prediction of the
ABCD method in the absence of new physics, is assigned
to the background prediction. Gaussian nuisance param-
eters are implemented in the likelihood corresponding to
the errors taking into account the correlations, e.g. the
error on the luminosity is common to the ABCD regions.
The contamination of the regions B, C and D by the signal
is also taken into account in the likelihood.

For each tested mass, the observed and expected me-
dian CLs are determined as a function of the signal cross
section. The analysis is performed for masses from 100
to 200 GeV in steps of 10 GeV. The resulting excluded
cross section, shown in Fig. 3, is 1 nb at 100 GeV and
280 pb at 190 GeV. Converting this result into a mass
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Fig. 3. The comparison of the data in the signal region with the background prediction is shown for: (a) msgluon = 150GeV, (b)

msgluon = 250GeV, (c) msgluon = 300GeV and (d) msgluon = 350GeV. The points are the data in the signal region (region A).

The plain histogram (red) is the expected signal in region A normalised to the NLO cross-section. The prediction of background

in region A based upon the data in region B normalised using the ABCD method is shown as the rectangles which include

the statistical uncertainty. The data/background ratio and the statistical significance of its difference from one, in standard

deviations, are also shown in the lower panels.

the leading order cross-section by a factor of about 1.6.

The hatched band indicates the systematic uncertainty

due to the choices of renormalisation and factorisation

scales. Due to this recent NLO calculation, the previously

unexcluded mass region around 140GeV [11] is now ex-

cluded by reinterpreting the limits obtained with the data

recorded in 2010. For the analysis of the data recorded

in 2011, sgluons with a mass from 150GeV to 287GeV

are excluded. The endpoint of the mass limit is defined as

the intersection of the cross-section limit with the NLO

cross-section minus one standard deviation of the theory

uncertainty.

The dashed line is the prediction for the hyperpion

cross-section of a compositeness model, obtained by rescal-

ing the sgluon cross-section according to the ratios from

Ref. [7]. Since the ratios were calculated at leading or-

der, this line should only be considered as an approximate

indication of the excluded mass region.
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Fig. 3. The comparison of the data in the signal region with the background prediction is shown for: (a) msgluon = 150GeV, (b)

msgluon = 250GeV, (c) msgluon = 300GeV and (d) msgluon = 350GeV. The points are the data in the signal region (region A).

The plain histogram (red) is the expected signal in region A normalised to the NLO cross-section. The prediction of background

in region A based upon the data in region B normalised using the ABCD method is shown as the rectangles which include

the statistical uncertainty. The data/background ratio and the statistical significance of its difference from one, in standard

deviations, are also shown in the lower panels.

the leading order cross-section by a factor of about 1.6.

The hatched band indicates the systematic uncertainty

due to the choices of renormalisation and factorisation

scales. Due to this recent NLO calculation, the previously

unexcluded mass region around 140GeV [11] is now ex-

cluded by reinterpreting the limits obtained with the data

recorded in 2010. For the analysis of the data recorded

in 2011, sgluons with a mass from 150GeV to 287GeV

are excluded. The endpoint of the mass limit is defined as

the intersection of the cross-section limit with the NLO

cross-section minus one standard deviation of the theory

uncertainty.

The dashed line is the prediction for the hyperpion

cross-section of a compositeness model, obtained by rescal-

ing the sgluon cross-section according to the ratios from

Ref. [7]. Since the ratios were calculated at leading or-

der, this line should only be considered as an approximate

indication of the excluded mass region.
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Why Jet Substructure?

• Focus on high-pT “boosted” signal production
– combinatoric ambiguities automatically resolved by ∆R
– generally better S/B (e.g., less gg➞gggg)

• Flexible partition of decay radiation to individual “quarks”
– better rejection of uncorrelated radiation (pileup, ISR, UE)
– better signal mass resolution

• Nearly scale-free procedure
– bypasses conventional “4-jet” division of highly multibody 

hadronic phase space, not sensitive to 4-jet trigger thresholds
– background processed into ~featureless spectrum



Basic Ingredients
• Select events with jet-HT trigger:  offline HT > 900

– not very correlated with decay/shower kinematics
– selects boosted stops for m(stop) < 450

• Pre-trim entire event to remove pileup
– Fixed minijet pT threshold, tuned to remove ‹NPV› = 20 pT-density

• Capture stop decays in R = 1.5 C/A jets
• Decluster into subjets using BDRS-like prescription

– halt declustering when subjet pT’s are not too asymmetric and 
neither has large m/pT

– original BDRS appears to give a biased QCD spectrum

• Impose kinematic cuts, and run a bump-hunt
– lots of options for how to estimate the QCD continuum 

background



Example Event, m(stop) = 100

+ pileup

*events gridified
to 0.1x0.1

+ trimming



Cuts

• HT(normal-jets) > 900
• declustered-jet mass asymmetry < 0.1
• CM cos(Θ*) < 0.3
• pT(softer-subjet) / pT(harder-subjet) > 0.3

– applied to each side independently
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simulation, test beam, and collision data [19]. Additional corrections accounting for the effect

of multiple pp collisions per bunch crossing are also applied [20, 21].

We require events to have at least one good primary vertex with a z position within 24 cm

of the center of the detector and with a transverse distance from the beam spot of less than

2 cm. A set of jet quality criteria are applied to remove possible instrumental and non-collision

backgrounds [22]. All data as well as all simulated signal events passing these selection criteria

also satisfy standard jet identification requirements [23]. We require that events have at least

four jets, each with pT > 110 GeV and |η| < 2.5. We require the two jets in each possible pair

to have a separation ∆Rjj =
�
(∆η)2 + (∆φ)2 ≥ 0.7. This ensures a negligible overlap between

the jets. We calculate the dijet-mass combinations from the four leading jets and choose the one

with the smallest ∆m/mavg, where ∆m is the mass difference between the two dijets and mavg

is their average mass. We require ∆m < 0.15mavg, which is approximately three times the dijet

mass resolution of 4.5%.

The benchmark signal events are simulated using the MADGRAPH v5 [24] event generator with

the CTEQ6L1 parton distribution functions (PDF) [25], and PYTHIA v6.4.26 [26] parton show-

ering and hadronization. The generated events are further processed through a GEANT4 [27]

simulation of the CMS detector. The assumed width of the simulated coloron resonance is

negligible compared with the experimental resolution. The dominant background arises from

QCD processes resulting in four or more jets. Studies of this background are performed using

a sample of simulated QCD events also generated using MADGRAPH.

For each dijet we define a quantity ∆ as the difference between the scalar sum of the transverse

momenta of the two jets in the dijet and the average pair mass in the event: ∆ = ∑i=1,2(pT)i −
mavg. Figure 1 shows the distribution of ∆ versus mavg for simulated QCD background events

as well as for coloron signal events. Due to the selection requirements, we observe a broad

structure at around mavg = 300 GeV from QCD events [28]. To remove this structure, thus

leaving a smoothly falling dijet mass spectrum, we require ∆ > 25 GeV for each of the two

dijets in the event.

Figure 2 shows the paired dijet mass spectrum in data with all the selection criteria applied.

The observed mass spectrum extends up to 1200 GeV. We obtain a prediction for the QCD

background by fitting the data to a smooth parametrization:

dσ

dmavg

=
P0(1 − mavg/

√
s)P1

(mavg/
√

s)P2+P3 ln(mavg/
√

s)
, (1)

where P0, P1, P2, and P3 are free parameters. This functional form has been used in previous

searches for dijet resonances [4]. The fit to the data and the normalized QCD simulation are

given in Fig. 2 by solid and dashed-dotted curves, respectively. The fit has a χ2
/d.o.f of 0.94

over the full mavg mass range. Although there is an apparent bias toward positive pull values

in the low mass region, such a bias would result in the quoted limits being conservative in this

region.

The signal is modeled by the sum of two separate Gaussian functions: one Gaussian describes

the core and the other the tails, with widths and normalizations determined from a fit to simu-

lated signal events at each assumed mass value. The dijet mass resolution described by the rms

of the core Gaussian is approximately 4.5%, and the fraction of the core Gaussian varies from

85% at 300 GeV to 45% at 1000 GeV. The signal acceptance, listed in Table 1, varies from 0.4%

for a coloron with mass 200 GeV to 12.1% for a coloron with mass 1000 GeV. The acceptance

for the stop signal is larger than that for the coloron signal because the stop production model

includes qq interactions and has a different final state angular distribution.

A common strategy is to fit QCD with

(S+B)/B relative to stat errors
(but there are other ways...)
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Summary
• SUSY may be hiding in plain sight!

– O(100 GeV) stop LSP is quite “natural”
– fully jetty RPV decay is very difficult to spot

• Current LHC searches are not sensitive
– multijet triggers make life difficult for m(stop) ~ 100 GeV

• Jet substructure approach is extremely promising
– focus on boosted stop pair production
– big R ⇒ broad mass range covered

–  > 5σ sensitivity to 100 GeV in 2012
– untagged exclusion up to almost 300 GeV
– even better if stop decays to b-quarks

• This is an analysis that can be done now



Extras
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