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  LHC brings new frontiers in energy and luminosity 
  Production of short-lived heavy states (Higgs, top, SUSY...) 

  detected through their decay products 
  yield multi-particle final states involving jets, leptons, γ, ET 

  Search for new effects in multi-particle final states 
  Need precise predictions for hard scattering processes 
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Multi-particle production at LHC 

Example:  SUSY 
signature 4j + ET 
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Fig. 20: Left: production of a gluino (g̃) pair and the subsequent decay of each gluino through a squark (q̃) to
quarks and a neutralino (χ0); the experimental signature involves four jets and missing transverse energy ( /ET )
from the unobserved neutralino. Right: a background that mimics this signature, with missing energy coming
from the production of a Z-boson that decays to neutrinos.

a cross section that is larger than background expectations over a broad kinematic range. But that will
only be a ‘signal’ if we understand what the backgrounds are.

The extent to which we will want to (or have to) rely on QCD predictions of backgrounds in decid-
ing whether there are signals of new physics at the LHC is a subject that deserves in-depth consideration
(for a nice discussion of it, see Ref. [46]). But QCD predictions will come into play in many other ways
too. Monte Carlo parton shower programs, which simulate the full hadronic final state, are crucial in
evaluating detector acceptances and response. And knowing QCD predictions (both for backgrounds
and possible signals) is crucial in the design of methods to search for new physics, as well as for extract-
ing meaning from the data (about couplings, spins, etc.) when, it is to be hoped, we finally see signals of
something new.

4.1 Fixed-order predictions
Fixed-order predictions, which involve the first couple of terms in the QCD perturbative expansion for a
given cross section, are conceptually quite simple: it is easy to state which contributions are included, and
as one includes further orders in the expansion one can reasonably hope to see systematic improvement
in the accuracy of one’s predictions.

We’ll first look at a couple of examples of fixed-order predictions, in order to develop a feel for
how the perturbative expansion behaves, and how one estimates its accuracy. We will then examine more
generally what theoretical inputs are needed for predictions for a given process, and what practical forms
the predictive tools take.

4.1.1 Example 1: the cross section for e+e− → hadrons and its scale dependence
In Eq. (22), we wrote the total cross section for e+e− → hadrons as a perturbative series expansion in
αs that multiplied the Born cross section e+e− → qq̄. The expansion was formulated in terms of the
coupling evaluated at a renormalization scale µR equal to the centre-of-mass energy Q, i.e., αs(µR = Q).
That choice is, however, arbitrary: for example, the most energetic gluon that could be produced in
e+e− → qq̄g would be one with E = Q/2, so maybe we should be choosing µR = Q/2. And in loop
diagrams, one integrates over gluon energies that go beyond Q, so maybe µR = 2Q would be just as
reasonable.

Because of this arbitrariness, a convention has emerged whereby one calculates a ‘central value’
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  For processes with Q2 ≫ M2
proton, factorization relates 

hadronic and partonic cross sections  
 

 

  PDFs: determined from data  
  MSTW08, CT10, NNPDF, ..... 

  Parton-level hard scattering cross section:         
  calculable in perturbative QCD as expansion in αs 
  Depends on scales: renormalizationμR and factorization μF 
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QCD in hard scattering processes 
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  Clusters of hadrons observed as jets 
  e.g. three-jet production at LEP  

 
  Partons combined into jets using the same jet algorithm 

  Mostly used at LHC: anti-kT clustering (M. Cacciari, G. Soyez, G. Salam) 

  Jets in perturbative QCD 
  No algorithm dependence at leading order 
  Theoretical description more accurate with increasing order 
  Current status: at most three partons in one jet 
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MOTIVATION NNLO INGREDIENTS STRATEGIES ANTENNA SUBTRACTION PP!2J AT NNLO

I better description of final-state jets

Jets modeled by extra partons

I infrared safe jet algorithm to cluster partons into jets

I eg. anti-kT, SIScone

I accurate predictions for jet distributions

I accurate predictions impose stronger constraints on the SM and
therefore are essential to maximize the chances of discovering and
understanding new physics



  Why NLO? 
  reduce scale uncertainty of LO theory prediction  
  reliable normalization and shape 
  accounts for effects of extra radiation 
  jet algorithm dependence 

  Example: Z+j at Tevatron  
  NLO error: ~15% 
  substantial NLO effect 
  correction not constant 
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  Enormous progress in getting NLO predictions for 
2➞(4,5,6!) processes over the last years 

  Made possible by   
  Improved techniques for loop amplitudes 
  Crucial: a high level of automation 
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NLO Multi-parton production  
One-loop calculations

✤ These developments of one-loop technology lead to  
a serious accomplishment -- NLO QCD predictions 
are now available for major collider processes,  
making rich phenomenology possible 

✤ multiple jets ( up to 4)

✤ a gauge boson and up to 5 (!) jets

✤ multiple gauge bosons in association with up to 
2 jets ( up to VV+2jets)

✤ top quarks in association with jets (up to two) 
and gauge photons (W,Z,photon)

✤ Higgs and up to two jets

  

Progress with NLO computations

● In the past three-four years, dramatic developments occurred in the field of next-to-leading 
order calculations for the LHC.  We were so successful, that the famous NLO wish-list has 
been officially closed by Joey Huston as of May 2012

NLO predictions are currently available  for 
major production channels: 

 1) multiple jets (up to 4 jets )

2)  a gauge boson and up to 5 jets

3) multiple gauge bosons in association with 
jets ( up to VV + 2j)

4)  top quarks in association with jets (up to 
two) and gauge bosons (W,Z, photon)

5) Higgs and jets

Bern, Dixon, Kosower, Berger, Forde, Maitre, Febres-Cordero, Bern, Dixon, Kosower, Berger, Forde, Maitre, Febres-Cordero, 

Gleisberg, Papadopoulos, Ossola, Pittau, Czakon, Worek, Gleisberg, Papadopoulos, Ossola, Pittau, Czakon, Worek, 
Bevilacqua, Ellis, Kunszt, Giele, Zanderighi, Melia, Rountsh, Bevilacqua, Ellis, Kunszt, Giele, Zanderighi, Melia, Rountsh, 

Denner, Dittmaier, Pozzorini, KallweitDenner, Dittmaier, Pozzorini, Kallweit

C
L
O
S
E
D

Wednesday, March 20, 13

K. Melnikov,  MITP, 2013 
 

13 2012:  NLO  W+5j [BlackHat, preliminary] [unitarity] 

G. Salam, La Thuile 2012 



  NLO predictions obtained by combining numerical packages  
  Currently implemented on                                             

process-by-process basis 
  Impressive list of results: 

  multiple jets (up to 4) 
  gauge boson and up to 5 jets 
  two gauge bosons with up to 2 jets 
  Top quarks with jets (up to 2)  
    or a gauge boson 
  Higgs and up to 2 jets   

  Address rich phenomenology with few examples     
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Automation in NLO computations 

ͻ Virtual corrections 
Automatized recently: 
• FEYNARTS/FORMCALC/LOOPTOOLS (public) 

 

• HELAC-NLO (public) 

 
• MadLoop 
  
• OpenLoops 

 

• GoSam (public) 
 

 
Dedicated programs also involve high level of 

automation: 
 

[Hahn et al.] 

Automation in NLO calculations 
ͻ Different ingredients of a NLO calculation have also different 

levels of automation according to their complexity: 

G.Luisoni, 4th September 2012 

Born Real 
corrections 

Subtraction 
terms 

Virtual 
corrections 

NLO 

NLO Revolution 

[Bevilacqua, Czakon, van Hameren, 
 Papadopoulos, Pittau, Worek,  11] 
[Hirschi,Frederix,Frixione,Garzelli, 
Maltoni,Pittau ,11] 

[Cullen, Greiner, Heinrich, GL, Mastrolia, 
Ossola, Reiter, Tramontano, 11] 

Denner-Dittmaier et al., VBFNLO (public), MCFM (public), 
NGLUON (public), BLACKHAT, ROCKET. 

[Cascioli, Maierhöfer,Pozzorini , 12] 
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  Background to BSM searches and for H→WW decay 
  Two NLO calculations completed recently                                      

(T. Melia, K. Melnikov, R. Rontsch, G. Zanderighi; N. Greiner,                                                                 
G. Heinrich, P. Mastrolia, G. Ossola, T. Reiter, F. Tramontano) 

 
  Including W-boson decays: 

  Scale variation : Use µ = µF = µR,   

 
 
  Observe: NLO corrections stabilize scale dependence  
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W+W-+2 jet production at NLO  

LO
NLO

LHC, s ! 7 TeV

100 150 200 250 300

35

40

45

50

55

Μ !GeV"

Σ
!fb
"

LO
NLO

Μ!MW

Μ!2MW

Μ!4MW

7 8 9 10 11 12 13 14

50

100

150

200

s !TeV"

Σ
!fb
"

Figure 9: In the left pane, we show the production cross-section of the process pp → (W+ →
νµµ+) (W− → e−ν̄e) jj at the 7 TeV run of the LHC in dependence of the factorization and
renormalization scales µF = µR = µ, at LO and NLO in perturbative QCD. In the right pane, the
dependence of the cross-section on the center-of-mass energy

√
s is shown. LO results are shown in

dashed blue; NLO results are in solid red. Three choices of µ are shown: µ = MW , 2MW , 4MW .

• jets are defined using the anti-k⊥ algorithm [62] as implemented in FastJet [63], with

∆Rj1j2 =
√

(ηj1 − ηj2)2 + (φj1 − φj2)2 > 0.4; (3.1)

• jets are required to have transverse momentum p⊥,j > 30 GeV and the rapidity

|ηj | < 3.2;

• charged leptons are required to have transverse momenta p⊥,l > 20 GeV and the

rapidity |ηl| < 2.4;

• missing transverse momentum is required to satisfy p⊥,miss > 30 GeV.

In the left pane of Fig. 9 we show the dependence of the cross-section pp→W+W− →
µ+νµeν̄e jj at the 7 TeV run of the LHC, on the factorization and renormalization scales,

which we set equal to each other. At leading-order, the cross-section falls with the scale

µ, which is attributable to the behaviour of the strong coupling αs. Considering a range

of factorization/renormalization scales MW < µ < 4MW and choosing the central value

µ = 2MW , we obtain a cross-section σLO = 46 ± 13 fb. At next-to-leading order, the

dependence on µ is dramatically reduced and the cross-section becomes σNLO = 42± 1 fb.

Such a decrease in the scale dependence is typical of NLO results, and indeed one of the

primary motivations for performing calculations at next-to-leading order in pQCD. At the

scale µ = 2MW , the NLO corrections increase the cross-section by about 2%. Assuming

fifty percent efficiency, with 5 fb−1 of data at the 7 TeV run of the LHC, we expect about

400 dilepton events e+µ−, eµ+, e+e−, µ+µ−.

It is interesting to know how the cross-section for W+W−jj production changes with

the collision energy. In the right pane of Fig. 9, we show that the dependence of the

– 15 –

For the jet clustering we used an anti-kT algorithm
with a cone size of R = 0.4 provided by the FastJet
package [70, 71].

3.2. Cuts

We show results for the LHC at
√
s = 7TeV,

using a set of standard LHC cuts given by

pT,j ≥ 20 GeV, |ηj | ≤ 3.2, ∆Rjj ≥ 0.4 (1)

for the jets and

pT,l ≥ 20 GeV, |ηj | ≤ 2.4 (2)

for the charged leptons. In addition we impose a
cut on the missing transverse energy of

ET,miss ≥ 30 GeV. (3)

Neglecting final state b-quarks is only justified if
the b-jets can be (anti-)tagged. As b-tagging only
works efficiently if the jets are produced centrally,
we do not allow for jets with a very large rapidity.

3.3. Results

In Fig. 1 we show the dependence of the total
cross section on the variation of the renormalisation
and factorisation scales. The cross section, within
the cuts given above, has been evaluated for the
three values of µR = µF = MW , 2MW , 4MW . As
expected, adding the next-to-leading order correc-
tions strongly reduces the theoretical uncertainties.
Choosing the scale µ = 2MW as the central scale,
we find

σLO[fb] = 39.57
+34%

−23%
(scale)± 0.13%(stat.),

σNLO[fb] = 44.51
+2.5%

−7.4%
(scale)± 0.70%(stat.),

where we can see a clear reduction of the scale de-
pendence at NLO. The statistical error coming from
the numerical integration is negligible compared to
the residual scale uncertainty.
In the distributions the reduction of the theo-

retical uncertainties also becomes apparent. The
shaded areas in the distributions denote the change
of the distribution when varying the scales MW ≤
µR = µF ≤ 4 · MW . All the distributions also
include estimates of the pdf uncertainties. To esti-
mate the pdf uncertainty we calculate the variables
∆X+

max and ∆X−
max which can be derived from the

set of eigenvectors that are included in the pdf set.
The exact definition of these variables and a de-
tailed discussion can be found in [72]. For this cal-
culation we used the eigenvectors of the 90 percent
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Figure 1: Dependence of the LO and NLO cross sections
pp → W+(→ νe e+)W−(→ µ−ν̄µ) jj at

√
s = 7TeV on

renormalisation and factorisation scales. We use µ = µR =
µF and vary between MW ≤ µ ≤ 4MW .

confidence level set. Each phase space point enters
the plots three times. Once with the central value
of the pdf set and in addition for the two variables
∆X+

max and ∆X−
max. However for the actual phase

space integration, i.e. in the calculation of the to-
tal cross section and the adaption of the integration
grid during runtime, only the central value of the
pdf set enters. In this way we are able to include
an estimation of the pdf error into the histograms.

In Fig. 2 the p⊥ distributions of the two tagging
jets are shown. Note that for the leading jet, the
NLO corrections lead to an increase of the cross
section in the first bins and a decrease in the high
p⊥ region. This can be explained by the possibility
of radiating a third jet at NLO, which reduces the
total available energy for the two leading jets and
hence softens the leading jet energy.

A similar behaviour can be observed for the lep-
tons. In Fig. 3 we plot the distribution of the trans-
verse momentum of the electron, and one can ob-
serve that the NLO corrections slightly shift the
curve towards smaller p⊥ values.

Fig. 4 shows the distribution of the azimuthal
opening angle φe+µ− between the two leptons.
This distribution, relevant in the context of Higgs
searches, peaks at φe+µ− = π, in contrast to the
case of leptons coming from a H →W+W− decay,
where the largest contributions stem from φe+µ− →
0 [73, 26].
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  Distribution in the lepton opening angle 
   Vary µ = µF = µR in  MW < µ < 4 MW 

 

  NLO predictions within LO                                               
uncertainty band 

  Relevant for designing cuts for the                              
determination of HWW coupling 
  QCD process: peaked at π 
  Higgs signal: peaked at 0 
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W+W-+2 jet production at NLO  
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Figure 2: Transverse momenta of the two tagging jets at√
s = 7TeV. The jets are ordered according to their p⊥.

The bands describe the pdf and statistical error as well as
the scale variations between MW ≤ µ ≤ 4MW .

3.4. Relevance of the different virtual contributions

Now we briefly discuss the impact of the virtual
contributions of type A, B, and C described in Sec-
tion 2. The numerical relevance of parts B and C is
small: at the scale µ = 2·MW , the absolute value of
part B amounts to about 1% of the size of part A
and part C to about 3%. The contributions com-
ing from parts B and C have been systematically
included in all the results presented in this paper.
It is interesting to see whether the three types

of virtual corrections differ in their kinematics. In
Fig. 5 we plot the individual contribution of Part A,
B, and C to the p⊥ distribution of the leading jet
(µ = 2 ·MW ). The three parts are all normalised to
the next-to-leading order cross section at the scale
µ = 2 ·MW in order to project out only their kine-
matical behaviour. Parts A and B show a very sim-
ilar shape whereas part C peaks at higher p⊥ values
and has a broader spectrum. As the three different
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Figure 3: Transverse momentum of the electron, in pp →
e+νeµ−ν̄µ jj at

√
s = 7TeV.
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Figure 4: Distribution for the opening angle between the
leptons, φe+µ− .

parts do not necessarily have the same behaviour
under a variation of the scales, the differences in
shape will be different at a different scale. How-
ever, as the overall sizes of part B and part C are
small, we can infer that their contribution does not
affect much the shape of the distributions shown in
Section 3.3.

4. Conclusions

We have calculated the NLO QCD corrections
to the production of a W+W− pair in associ-
ation with two jets at the LHC, including lep-
tonic decays of the W-bosons with full spin cor-
relations. The calculation was performed using the
GoSam [52] package for the virtual contributions,
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  First 2➞6 NLO calculation at a hadron collider 
  Using Blackhat + Sherpa    
(Z. Bern, L. Dixon, F. Febres Cordero, S. Höche, H. Ita, D. Kosower, D. Maitre, K. Ozeren) 

  Blackhat: virtual one-loop corrections using on-shell methods 
  Sherpa: real emission, subtraction, phase space integration 

 

  Computation at the actual frontier of NLO complexity 
  Considered impossible until few years ago 
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W+5 jets at NLO 

NLO QCD predictions: W + 5jets

W + 5j @ NLO: The challenge

one-loop corrections
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Ste↵en Schumann V+jets – theoretical tools for LHC analyses

NLO QCD predictions: W + 5jets

W + 5j @ NLO: The challenge
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Ste↵en Schumann V+jets – theoretical tools for LHC analyses

Example diagram for real emission 
(2➝8) at tree level   

Example diagram for virtual emission 
(2➝7) at one-loop (octogon)  



  Distribution in HT
jets (sum of jet transverse energies) 

  Dynamical scale choice 

  scale variation μ/2 … 2μ 
  Observe:  

  Scale dependence reduced at NLO  
  ratio NLO/LO constant over                                                      the 

full kinematical range 

  NLO helps to motivate                                                          
the scale choice 
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W+5 jets at NLO 

NLO QCD calculations: W + 5jets

BlackHat+Sherpa: 7 TeV LHC predictions [arXiv:1304.1253]

consider anti-kt jets with pjetT > 25 GeV & R=0.5
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Ste↵en Schumann V+jets – theoretical tools for LHC analyses

µR = µF = Ĥ 0
T /2

ΓW = 2.06 GeV and mass MW = 80.419 GeV. (The other electroweak parameters are

also chosen as in ref. [22].) We take the leptonic decay products to be massless. In this

approximation, of course, the results for muon final states are identical to those for electrons.

The five light quarks, u, d, c, s, b, are all treated as massless. We do not include contributions

to the amplitudes from a real or virtual top quark; its omission should have a percent-

level effect on the overall result [24, 25]. We also approximate the Cabibbo-Kobayashi-

Maskawa matrix by the unit matrix. As previously determined for the three-jet case, this

approximation causes a change of under 1% in total cross sections for the cuts we impose [22],

and should also be completely negligible in our study.

A. Kinematics and Observables

We use standard kinematic variables, whose definitions may be found in Appendix A of

ref. [23]. The renormalization and factorization scales in ref. [22] were chosen as multiples

of a total partonic transverse energy ĤT. We will use a modified version of it here,

Ĥ ′T ≡
∑

m

pmT + EW
T , (2.4)

where the sum runs over all final-state partons m and EW
T ≡

√

M2
W + (pWT )2. All partons

m are included in Ĥ ′T, whether or not they are inside jets that pass the cuts. This quantity

is not directly measurable; however, it is very similar to the more usual jet-based total

transverse energy, and it is more practical for use as a dynamical scale choice. Both ĤT

and the modified version Ĥ ′T are independent of the experimental cuts. Thus, modifying the

cuts will not affect the value of the matrix element at a point in phase space. This makes it

suitable as a choice of renormalization or factorization scale, avoiding unwanted dependence

on experimental cuts. Later we will compute the distribution in the jet-based observable

H jets
T =

∑

j∈jets p
j
T. This variable is similar to the partonic version, Ĥ ′T, except that the W

boson ET is omitted, and it is based on jets passing all cuts.

We define jets using the anti-kT algorithm [44] with parameter R = 0.5. The jets

are ordered in pT, and are labeled i, j = 1, 2, 3, . . . in order of decreasing transverse mo-

mentum pT, with jet 1 being the leading (hardest) jet. The transverse mass of the W

boson is computed from the transverse momenta of its leptonic decay products, MW
T =

√

2Ee
TE

ν
T(1− cos(∆φeν)).
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  Two calculations using on-shell methods for loop amplitudes 
  Blackhat+Sherpa (Z. Bern, L. Dixon, F. Febres Cordero,                                                   

S. Höche, H. Ita, D. Kosower, D. Maitre, K. Ozeren) 
  NJET+Sherpa (S. Badger, B. Biedermann, P. Uwer, V. Yundin) 

  NLO prediction with                                                              
central scale            on top  
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pp➞4jets at NLO 
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We present the cross sections for production of up to four jets at the Large Hadron Collider,
at next-to-leading order in the QCD coupling. We use the BlackHat library in conjunction with
SHERPA and a recently developed algorithm for assembling primitive amplitudes into color-dressed
amplitudes. We adopt the cuts used by ATLAS in their study of multi-jet events in pp collisions
at

√
s = 7 TeV. We include estimates of nonperturbative corrections and compare to ATLAS data.

We store intermediate results in a framework that allows the inexpensive computation of additional
results for different choices of scale or parton distributions.

PACS numbers: 12.38.-t, 12.38.Bx, 13.87.-a, 14.70.Hp

Pure-jet events are abundant at the Large Hadron Col-
lider (LHC), providing a window onto new strongly inter-
acting physics [1]. The wealth of data being accumulated
by the LHC experiments motivates comparisons with pre-
cise theoretical predictions from first principles, based on
a perturbative expansion in quantum chromodynamics
(QCD) within the QCD-improved parton model. The
leading order (LO) contribution in the QCD coupling,
αs, does not suffice for quantitatively precise predictions,
which require at least next-to-leading-order (NLO) accu-
racy in the QCD coupling.

The ATLAS [2] and CMS [3] collaborations have re-
cently measured multijet cross sections in pp collisions at
7 TeV. In this Letter, we provide NLO QCD predictions
for the production of up to four jets, and compare them to
ATLAS data. Our study agrees with the earlier two- and
three-jet studies performed by ATLAS collaboration [2]
using NLOJET++ [4]; the four-jet computation is new.

NLO QCD predictions of jet production at hadron col-
liders have a 20-year history, going back to the original
computations of single-jet inclusive and two-jet produc-
tion [5, 6]. These were followed by results for three-jet
production [4, 7]. A longstanding bottleneck to obtain-
ing NLO predictions for a larger number of jets at hadron
colliders, the evaluation of the one-loop (virtual) correc-
tions, has been broken by on-shell methods [8–10], whose
efficiency scales well as the number of external legs in-
creases. Recent years have witnessed calculations with
up to five final-state objects [11], among many other new
processes [12–14].
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FIG. 1: Sample diagrams for the six-parton one-loop ampli-
tudes for gg → gggg and qQ̄ → qQ′Q̄′Q̄.

We illustrate the virtual contributions to four-jet pro-
duction in fig. 1. To evaluate them we have made a num-
ber of significant improvements to the BlackHat pack-
age [15]. In particular, assembly of the color-summed
cross sections for subprocesses from primitive ampli-
tudes [16] has been automated [17], and the recomputa-
tion needed upon detection of numerical instabilities has
been reduced [18]. The pure-glue contributions dominate
the total cross section, yet would be the most complex
to compute in a traditional Feynman–diagram approach
because of their high tensor rank. We include all subpro-
cesses and the full color dependence in QCD in all terms.
We treat the five light-flavor quarks as massless and drop
the small (percent-level) effects of top quark loops.
We use AMEGIC++ [19], part of SHERPA [20],

to evaluate the remaining NLO ingredients: the
real-emission amplitudes and the dipole-subtraction
terms used to cancel their infrared divergences [21].
AMEGIC++ was cross-checked with the COMIX pack-
age [22]. The phase-space integrator exploits QCD an-
tenna structures [23, 24].

to establish the relation between the partial amplitudes
and the primitive amplitudes has been presented. The
method uses the colour decomposition of the full am-
plitude in terms of colour stripped Feynman diagrams.
This decomposition is obtained by separating for each
Feynman diagram the Lorentz structure from the colour
structure. On the other hand the primitive amplitudes
can also be expressed as linear combinations of colour
stripped Feynman diagrams. From the comparison of
the two representations the relation between the partial
and the primitive amplitudes can be extracted. For ad-
ditional details on the method we refer to Ref. [64]. We
have applied this method to produce results for up to
seven point amplitudes [62]. The explicit formulae have
also been implemented in the NJET library. We note that
the relations between the primitive amplitudes and the
partial amplitudes for up to seven partons are also given
in Ref. [65]. Since we apply additional symmetries we
slightly differ in the number of independent primitive
amplitudes required in the numerical evaluation. To
check the correctness of our implementation of the vir-
tual corrections we have compared our results for indi-
vidual phase points as far as possible with GOSAM [59]
and HELAC-NLO [57]. Furthermore we also checked
the benchmark points provided by BLACKHAT [60].
We obtained at least an agreement of eight digits. This
is largely sufficient for all practical applications.

To perform the phase space integration we interfaced
the NJET library to the Sherpa event generator using the
Binoth Les Houches Accord [66]. As a technical remark
we add that we used the HEPMC file format [67] for
weighted events.

3. Cross sections for multi-Jet production at the
LHC

3.1. Numerical setup and checks
Before discussing the results for three and four jet

production at the LHC in massless QCD we briefly de-
scribe the numerical setup adopted in the calculation.
As shown in Eq. (7) we need to specify the parton distri-
bution functions. We use the MSTW2008 PDF set [68].
The MSTW2008 PDF set also provides a set of error
PDFs which can be used to assess the uncertainties due
to our incomplete knowledge of the PDFs. We have not
performed any detailed analysis of PDF uncertainties
or comparison between alternative fits Refs. [69–71],
which we leave for a future publication. In particular
it would be interesting to see how the MSTW2008 PDF
set compares with the ABM12 set [71], which comes
with a slightly different value for as and differs signifi-
cantly in the gluon distribution at large x.

For consistency we use the as values as provided by
the PDF set. We note that the MSTW2008 PDF set
contains so-called leading-order, next-to-leading order
and next-to-next-to-leading order PDFs. They were ob-
tained by using different orders in the evolution and
different orders for the hard scattering coefficients in
the fits to data. Since as is extracted together with
the PDFs different orders come in general with differ-
ent as values. In particular for the LO set we have
aLO

s (µr = mZ) = 0.13939 while for the NLO set the
corresponding value is aNLO

s (µr = mZ) = 0.12018. The
large value of aLO

s reflects the fact that LO PDF fits in
general don’t work very well since sizeable NLO cor-
rections are not taken into account. This in turn leads to
the large value for as which partially compensates the
missing corrections in the hard scattering coefficients.
Despite this obvious tension with the world average for
as we follow in our default setup the standard procedure
to use LO PDFs together with aLO

s to evaluate LO cross
sections. For the NLO cross sections we use the NLO
PDFs together with aNLO

s everywhere. When we dis-
cuss the size of the NLO corrections we will come back
to this point. The PDFs and as dependent on the un-
physical scales µ f and µr. For the results presented here
we set µ f = µr ⌘ µ. For distributions where the typi-
cal energy scale Q changes significantly like for exam-
ple the transverse momentum distribution of the highest
energetic jet a fixed value of µ may lead to a poor be-
haviour of the perturbative expansion due to the appear-
ance of possible large logarithms of the form ln(µ/Q).
In such cases using a phase space dependent as is usu-
ally a better choice since some of the logarithms may
be resummed through the evolution of as. As a conse-
quence we use a dynamical scale µ based on the sum of
the total transverse momentum of the final state partons

ĤT =
Nparton

Â
i=1

pparton
T,i . (11)

In particular we set µ = ĤT/2. To estimate the effect of
uncalculated higher orders we consider the scale varia-
tion ĤT/4  µ  ĤT .

For the jet algorithm appearing in Eq. (8) through
Qn-jet we use the anti-kt algorithm [72] as implemented
in FASTJET [73]. The jet-radius parameter R is set to

R = 0.4 (12)

following the value adopted by the ATLAS collabora-
tion. Events were generated using identical cuts to that
of the multi-jet measurements from ATLAS [74] and the
recent study by the BLACKHAT collaboration [60]. In
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Figure 9: Normalized eta distribution of the leading jet in pp ! 4 jets
using NLO PDFs in the evaluation of the LO cross section.

have cross checked the virtual corrections for individ-
ual phase space points as far as possible with exist-
ing results. We find complete agreement. The com-
plicated structure of real radiation processes was treated
within the Catani-Seymour dipole subtraction method.
We used the Sherpa Monte Carlo program for this. As
an important cross check of our approach we repro-
duced results for LHC at 7 TeV published recently by
the BLACKHAT collaboration. We find perfect agree-
ment. We stress that this comparison represents the first
independent check of the results given in Ref. [60]. The
calculation documented in this article nicely illustrates
the performance of the NJET library to evaluate QCD
one-loop corrections.

For the three and four jet cross sections we find the
NLO corrections behave similarly to those obtained at
7 TeV. The NLO corrections reduce the LO cross sec-
tions by about 40–50% depending on the jet multiplic-
ity. Compared to the 7 TeV results the cross sections
are increased by about 50% due to the larger collider
energy and the related increase in the parton fluxes. We
have also studied differential distributions. The dynam-
ical scale setting procedure results in an almost constant
K-factor leading to very stable results for the normal-
ized distributions. To pin down the origin of the large
negative corrections observed in the cross sections and
in the unnormalized distributions we have analysed the
impact of the LO PDFs used in the LO predictions. Us-
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Figure 10: Comparison of three and four jet production.

ing an NLO setup in the LO calculation shows that the
large negative corrections are largely due to the change
in the PDFs when going from LO to NLO with the as
value being of particular importance.

The corresponding data for all the plots shown in this
article is tabulated in appendix Appendix B.

We stress that the results presented here are in fixed
order perturbation theory. Large corrections at low
pT due to soft gluon emission may require to go be-
yond fixed order in perturbation theory to achieve a
good agreement with the data. Significant progress
has been obtained in the matching of NLO calculations
with parton shower predictions. For a number of phe-
nomenologically important processes matched results
are now available and the automation is pushed for-
ward in two different frameworks ((a)MC@NLO [75–
77] and POWHEG [78, 79]). Studies of di-jet produc-
tion at NLO with parton showering have recently been
performed using both methods [80, 81]. Since the NJET
library we developed to perform the calculation pre-
sented here is publicly available all required ingredi-
ents to include four jet production in (a)MC@NLO or
POWHEG are available. We also note that the NJET
library includes the virtual corrections required for the
calculation of the five jet cross section at NLO accuracy.
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  4-to-3 jet ratio 
increases at NLO 

Dynamical scale: 

µR = µF = µ = ĤT /2



  To disentangle NLO effects from parton distributions and 
genuine NLO corrections from hard scattering process 
  Use NLO partons for both NLO and LO predictions 

 
 

  LO with NLO partons closer to full NLO than pure LO  
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pp →4jets at NLO   

Dynamical scale  

µR = µF = Ĥ 0
T /2

to establish the relation between the partial amplitudes
and the primitive amplitudes has been presented. The
method uses the colour decomposition of the full am-
plitude in terms of colour stripped Feynman diagrams.
This decomposition is obtained by separating for each
Feynman diagram the Lorentz structure from the colour
structure. On the other hand the primitive amplitudes
can also be expressed as linear combinations of colour
stripped Feynman diagrams. From the comparison of
the two representations the relation between the partial
and the primitive amplitudes can be extracted. For ad-
ditional details on the method we refer to Ref. [64]. We
have applied this method to produce results for up to
seven point amplitudes [62]. The explicit formulae have
also been implemented in the NJET library. We note that
the relations between the primitive amplitudes and the
partial amplitudes for up to seven partons are also given
in Ref. [65]. Since we apply additional symmetries we
slightly differ in the number of independent primitive
amplitudes required in the numerical evaluation. To
check the correctness of our implementation of the vir-
tual corrections we have compared our results for indi-
vidual phase points as far as possible with GOSAM [59]
and HELAC-NLO [57]. Furthermore we also checked
the benchmark points provided by BLACKHAT [60].
We obtained at least an agreement of eight digits. This
is largely sufficient for all practical applications.

To perform the phase space integration we interfaced
the NJET library to the Sherpa event generator using the
Binoth Les Houches Accord [66]. As a technical remark
we add that we used the HEPMC file format [67] for
weighted events.

3. Cross sections for multi-Jet production at the
LHC

3.1. Numerical setup and checks
Before discussing the results for three and four jet

production at the LHC in massless QCD we briefly de-
scribe the numerical setup adopted in the calculation.
As shown in Eq. (7) we need to specify the parton distri-
bution functions. We use the MSTW2008 PDF set [68].
The MSTW2008 PDF set also provides a set of error
PDFs which can be used to assess the uncertainties due
to our incomplete knowledge of the PDFs. We have not
performed any detailed analysis of PDF uncertainties
or comparison between alternative fits Refs. [69–71],
which we leave for a future publication. In particular
it would be interesting to see how the MSTW2008 PDF
set compares with the ABM12 set [71], which comes
with a slightly different value for as and differs signifi-
cantly in the gluon distribution at large x.

For consistency we use the as values as provided by
the PDF set. We note that the MSTW2008 PDF set
contains so-called leading-order, next-to-leading order
and next-to-next-to-leading order PDFs. They were ob-
tained by using different orders in the evolution and
different orders for the hard scattering coefficients in
the fits to data. Since as is extracted together with
the PDFs different orders come in general with differ-
ent as values. In particular for the LO set we have
aLO

s (µr = mZ) = 0.13939 while for the NLO set the
corresponding value is aNLO

s (µr = mZ) = 0.12018. The
large value of aLO

s reflects the fact that LO PDF fits in
general don’t work very well since sizeable NLO cor-
rections are not taken into account. This in turn leads to
the large value for as which partially compensates the
missing corrections in the hard scattering coefficients.
Despite this obvious tension with the world average for
as we follow in our default setup the standard procedure
to use LO PDFs together with aLO

s to evaluate LO cross
sections. For the NLO cross sections we use the NLO
PDFs together with aNLO

s everywhere. When we dis-
cuss the size of the NLO corrections we will come back
to this point. The PDFs and as dependent on the un-
physical scales µ f and µr. For the results presented here
we set µ f = µr ⌘ µ. For distributions where the typi-
cal energy scale Q changes significantly like for exam-
ple the transverse momentum distribution of the highest
energetic jet a fixed value of µ may lead to a poor be-
haviour of the perturbative expansion due to the appear-
ance of possible large logarithms of the form ln(µ/Q).
In such cases using a phase space dependent as is usu-
ally a better choice since some of the logarithms may
be resummed through the evolution of as. As a conse-
quence we use a dynamical scale µ based on the sum of
the total transverse momentum of the final state partons

ĤT =
Nparton

Â
i=1

pparton
T,i . (11)

In particular we set µ = ĤT/2. To estimate the effect of
uncalculated higher orders we consider the scale varia-
tion ĤT/4  µ  ĤT .

For the jet algorithm appearing in Eq. (8) through
Qn-jet we use the anti-kt algorithm [72] as implemented
in FASTJET [73]. The jet-radius parameter R is set to

R = 0.4 (12)

following the value adopted by the ATLAS collabora-
tion. Events were generated using identical cuts to that
of the multi-jet measurements from ATLAS [74] and the
recent study by the BLACKHAT collaboration [60]. In
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  Systematic uncertainties (th. and exp.) cancel in ratios 
  Predictions more reliable 
  Can be used in data-driven background estimation 

  Jet ratio as function of                                                          
leading jet pT 

  NLO and parton shower both                                              
agree with data for large pT 

  Parton shower (multiple                                                  
emission) better at low pT 

¨  Large uncertainty on parton                                               shower 
shower not shown  

Observe: 3/2 ratio below the data at small  pT  
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Jet ratios at NLO 

3

The lowest value in the band comes from lowering µ to
the lower end of its range, ĤT /4. (We have not varied
the scale in the ME+PS calculation, as its choice is linked
to the tuning of various parameters in the parton shower
and hadronization model. Error sets for these parameters
are not available.)
In the penultimate column of table I, we give the non-

perturbative underlying event and hadronization (NP)
correction factor using the Pythia-type string fragmen-
tation model. The cluster fragmentation model gives es-
sentially identical results, within our integration uncer-
tainties, so we do not quote them. We use this factor as
an estimate for the NP correction to the NLO cross sec-
tion as well, shown with the correction in the last column.
(As NLO parton-shower programs are developed beyond
the dijet case [35], it will become possible to carry out es-
timates of nonperturbative corrections in a manner more
compatible with NLO calculations.) These nonperturba-
tive corrections are of order 10% or less for the production
of four or fewer jets. For dijet production, the LO and
NLO theory predictions are not in good agreement with
the data; as discussed above, this is not surprising given
the kinematic constraints as well as the soft-radiation in-
stability. In contrast, for the three- and four-jet cases,
both the NLO and ME+PS predictions agree with the
data, within the experimental uncertainties, whether or
not we account for the small nonperturbative corrections.
Ratios of cross sections typically reduce both theoret-

ical and experimental uncertainties. In particular, we
have compared the ratio of four- to three-jet cross sec-
tions appearing in table I to the value obtained by AT-
LAS:

ATLAS: 0.098± 0.001+0.004
−0.005 ± 0.005 ,

ME+PS: 0.100(0.003) , NLO: 0.102(0.002) ,

where the quoted ATLAS uncertainties are respectively
statistical, jet energy scale and detector unfolding [2]. We
display only the statistical integration errors for the the-
oretical predictions; in the ratio, the (correlated) scale
dependence cancels and is not a useful estimate of un-
certainty. We have not included the nonperturbative
corrections; they also largely cancel in jet ratios. We
estimate the residual theoretical uncertainty by compar-
ing ME+PS and NLO results; from here we deduce that
the residual theoretical uncertainty is under 5%. This
is within our numerical integration uncertainty and also
smaller than the experimental uncertainty.
In table II we present the LO, ME+PS and NLO pT

distribution of the fourth-leading jet, comparing to AT-
LAS data [2]. The penultimate column gives the nonper-
turbative correction factor, estimated using SHERPA,
as discussed above. The final column displays the NLO
results including this factor. From this table we see that
both ME+PS and NLO results are in good agreement
with the data, within uncertainties. The estimated non-
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FIG. 2: A comparison of the 3/2 and 4/3 jet-production ra-
tios to ATLAS data [2] for R = 0.6. We show the NLO
and ME+PS predictions for these ratios. Vertical bars on
the theory predictions represent Monte Carlo statistical un-
certainties.

perturbative corrections are smaller than current exper-
imental uncertainties.

We also consider the (n + 1)/n jet production ratios,
[dσn+1/dpT ]/[dσn/dpT ], as a function of the leading-jet
pT . Fig. 2 displays the 3/2 and 4/3 jet production ratios
for R = 0.6, comparing the 3/2 ratio with ATLAS data.
For the 3/2 ratio we find very good agreement between
NLO theory and the ATLAS data [2], except for the first
bin, where the denominator is affected by the kinematic
constraint and soft-radiation instability mentioned ear-
lier. The agreement remains good even with increasing
leading-jet pT , where the ratios grow to 0.6 and 0.35 for
the 3/2 and 4/3 ratios respectively. The ME+PS pre-
diction is also in very good agreement with data and
consistent with NLO, implying that these processes are
under good theoretical control. It will be interesting to
compare our theoretical predictions for the 4/3 ratio to
future LHC data.

We have estimated the PDF uncertainty using the 100-
element NNPDF 2.1 error sets; the MSTW2008 68% er-
ror sets; and the CT10 90% CL sets. With MSTW2008,
we find one-sigma uncertainties of 1.2% for two-jet pro-
duction; 1.6% for three-jet production; and 2.5% for
four-jet production. The NNPDF 2.1 and MSTW08
central values agree to well within these values, and
the NNPDF 2.1 one-sigma uncertainties are compara-
ble. The CT10 PDF uncertainty estimate is about 25%
greater than for MSTW2008. However, the CT10 cen-
tral value for three-jet production is 5.8% low, outside
combined two-sigma errors. At high pT , the uncertainty
grows somewhat, but remains smaller or comparable to



  Add multiple radiation from parton shower(PS) to NLO 
prediction (NLO) for a specific hard process 

  Challenge: avoid double counting 
  Two established methods 

  MC@NLO (S. Frixione, B. Webber) 

  POWHEG (P. Nason, C. Oleari) 

  Combines NLO accuracy for hard                                   
radiation with multiple soft emissions 
  High-pT: described by NLO 
  Low-pT: described by the parton shower 

  Ever increasing number of NLO                                      
predictions combined with PS 
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How to improve NLO predictions?   
Merging with parton showers  

which is even more evident in the case of b production, is due to the fact that, as

eq. (2.1) documents, in MC@NLO all cancellations between large numbers occur at
the level of short-distance cross sections, rather than in histograms as in the case of

NLO computations.
We now turn to the case of more exclusive quantities, such as correlations between

t and t̄ variables. In fig. 8 we present the modulus of the vector sum of the transverse

momenta of the t and t̄, which we denote by p(tt̄)
T . NLO computations cannot predict

this observable in the region p(tt̄)
T ! 0, because of a logarithmic divergence for p(tt̄)

T →

0; on the other hand, NLO is expected to give reliable predictions at large p(tt̄)
T . The

MC behaves in the opposite way; thanks to the cascade emission of soft and collinear
partons, it can effectively resum the distribution around p(tt̄)

T = 0. However, its

results are not reliable in the large-p(tt̄)
T region, which is mainly populated by events

in which a very hard parton recoils against the tt̄ pair.

Figure 8: As in fig. 7, for the transverse momentum of the tt̄ pair, without (left panel)

and with (right panel) acceptance cuts.

The complementary behaviour of the NLO and MC approaches can be seen

clearly in fig. 8, regardless of the cuts on the rapidities and transverse momenta
of the heavy quarks. In the tail of the p(tt̄)

T distribution, the NLO cross section is

much larger than the MC one, simply because hard emissions are correctly treated
only in the former. The presence of the dead zones shown in figs. 2 and 3 makes it

very difficult to generate a very hard parton recoiling against the tt̄ pair in the MC,
which therefore gives rates much below the NLO result in this region. For p(tt̄)

T → 0,
the difference between the two histograms shows the effect of all-order resummation;

clearly, no meaningful comparison between NLO and data can be attempted in this
region. It is therefore reassuring that the MC@NLO result interpolates the MC and

NLO results smoothly. In the small-p(tt̄)
T region, the shape of the MC@NLO curve

is identical to that of the MC result. This is evidence of the fact that MC and

27

pT-distribution in top quark pair 
production at Tevatron 
(S. Frixione, P.Nason, B. Webber) 
 



  Full automation (well in progress) 
  BlackHat                                                                                      

(Z. Bern, L. Dixon, F. Febres Cordero, S. Höche, H. Ita, D. Kosower, D. Maitre, K. Ozeren) 

  GoSam                                                                                        
(G. Cullen, N. Greiner, G. Heinrich, G. Luisoni, P. Mastrolia, G. Ossola, T. Reiter, F. Tramontano) 

  OpenLoops (F. Cascioli, P. Maierhöfer, S. Pozzorini) 

  MadLoop/aMC@NLO (R. Frederix et al.) 

  CutTools (G. Ossola, C. Papadopoulos, R. Pittau) 

  Combining NLO computations for different multiplicities and 
interfacing with parton showers (proof-of-principle) 
  SHERPA (S. Höche, F. Krauss, M. Schönherr, F. Siegert) 

  MINLO (K. Hamilton, P. Nason, C. Oleari, G. Zanderighi) 

  UNLOPS (L. Lönnblad, S. Prestel)  

  FxFx (S. Frixione, R. Frederix) 

  Work in progress 
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Next frontiers with NLO    



  Expectations at LHC: Large 
production rates for low 
multiplicity processes with 
  Jets 
  Top-quark pairs 
  Vector bosons  

  Allow precise determinations  
  coupling constants 
  parton distributions 

  Require precise theory 
description: NNLO 
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How to improve NLO predictions?  
NNLO corrections  
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  NNLO predictions: 
  expected to have a per-cent level accuracy 
  yielding first reliable estimate of theoretical uncertainty   

  For processes measured to                                             
few per cent accuracy 

  jet production 
  vector boson (+jet) production 
  top quark pair production 

  For processes with potentially                                    
large perturbative corrections 
  New channels and/or phase                                                   

space regions open up  
  Higgs or vector boson production 
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Figure 3: The CMS rapidity distribution of an on-shell Z boson at the LHC. The LO, NLO, and
NNLO results have been included. The bands indicate the variation of the renormalization and
factorization scales in the range MZ/2 ≤ µ ≤ 2MZ.

range used in the rest of the paper, µF = µR = µ and M/2 < µ < 2M , provides a good

guide to the perturbative uncertainty remaining from the terms beyond NNLO.

In Fig. 5 we present the rapidity distribution for on-shell Z production at Run II of

the Tevatron. The scale variation is unnaturally small at LO; it is 3% at central rapidities,

and varies from 0.1% to 5% from Y = 1 to Y = 2. This occurs because the direction of

the scale variation reverses within the range of µ considered, i.e., dσLO/dµ = 0 for a value

of µ which satisifes MZ/2 ≤ µ ≤ 2MZ . This value of µ depends upon rapidity, leading to

scale dependences which vary strongly with Y . The scale variation exhibits a more proper

behavior at NLO, starting at 3% at central rapidities and increasing to 5–6% at Y = 2.5.

At NNLO the scale dependence is drastically reduced, as at the LHC, and remains below

1% for all relevant rapidity values. The magnitude of the higher-order corrections is slightly

larger at the Tevatron than at the LHC. The NLO prediction is higher than the LO result

by nearly 45% at central rapidities; this shift decreases to 30% at Y = 1.5 and to 15% at

Y = 2.5. The NNLO corrections further increase the NLO prediction by 3–5% over the

rapidity range Y ≤ 2.

This remarkable stability of the rapidity distribution with respect to scale variation

cannot be attributed to the smallness of the NNLO QCD corrections to the partonic cross

– 29 –

          Rapidity distribution in Z production 
(C. Anastasiou, L. Dixon, K. Melnikov, F. Petriello) 
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  Require three principal ingredients (here: pp → 2j) 
  two-loop matrix elements 

  explicit infrared poles from loop integral   
§  known for all massless 2 → 2 processes  

  one-loop matrix elements 
  explicit infrared poles from loop integral 
  and implicit poles from single real emission 

§  usually known from NLO calculations 

  tree-level matrix elements 
  implicit poles from double real emission 

§  known from LO calculations 

  Infrared poles cancel in the sum 
  Challenge: combine contributions into parton-level generator 

  Need a method to extract implicit infrared poles 
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Real radiation at NNLO: methods 
  Sector decomposition                                                            

(T. Binoth, G. Heinrich; C. Anastasiou, K. Melnikov, F. Petriello) 

  pp → H, pp → V, including decays                                                                  
(C. Anastasiou, K. Melnikov, F. Petriello; S. Bühler, F. Herzog, A. Lazopoulos, R. Müller) 

  Sector-improved subtraction schemes                                   
(M. Czakon; R. Boughezal, K. Melinkov, F. Petriello) 

  pp → tt (M. Czakon, P.  Fiedler,  A. Mitov, 2013) 

  pp → H+j (R. Boughezal, F. Caola, K. Melnikov, F. Petriello, M. Schulze, 2013)  

  qT-subtraction (S. Catani, M. Grazzini) 

  pp → H, pp → V, pp →γγ, pp → VH                                                 
(S. Catani, L. Cieri, D. de Florian, G. Ferrera M. Grazzini, F. Tramontano) 

  Antenna subtraction (T. Gehrmann, E.W.N. Glover,  AG) 

  e+e- → 3j (T. Gehrmann, E.W.N. Glover, G. Heinrich, AG; S. Weinzierl)  

  pp → 2j (T. Gehrmann, E.W.N. Glover, J. Pires, AG, 2013)  
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  Large production cross section at the LHC (~250pb at 8TeV) 
  Expected experimental error of ~5% for    
  NLO+NLL predictions yield an uncertainty of ~10% 

  NNLO accuracy of theory needed 

  Calculation for the total cross section                                         
completed (M. Czakon, P. Fiedler, A. Mitov) 
  From a purely numerical code  
  based on sector-improved subtraction  

  numerical cancellation of infrared  poles 
 

 

  Observe: theoretical and experimental uncertainties comparable (% level) 
  Differential distributions in progress 
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4

too, and a consistent NNLO treatment would require the
analysis of Ref. [35] to be extended to NNLO, which is
now possible with the help of the results derived in this
letter as well as Ref. [12]. Given the numerical effect is
small (a 0.7% shift at LHC 8 TeV and a 0.4% shift at the
Tevatron), in this work we take A = 0.
As can be concluded from table I the precision of the

theoretical prediction at full NNLO+NNLL is very high.
At the Tevatron, the scale uncertainty is as low as 2.2%
and just slightly larger, about 3%, at the LHC. The inclu-
sion of the NNLO correction to the gg-initiated reaction
increases the Tevatron prediction of Ref. [12] by about
1.4%, which agrees well with what was anticipated in
that reference.

Collider σtot [pb] scales [pb] pdf [pb]

Tevatron 7.009 +0.259(3.7%)

−0.374(5.3%)

+0.169(2.4%)

−0.121(1.7%)

LHC 7 TeV 167.0 +6.7(4.0%)

−10.7(6.4%)

+4.6(2.8%)

−4.7(2.8%)

LHC 8 TeV 239.1 +9.2(3.9%)

−14.8(6.2%)

+6.1(2.5%)

−6.2(2.6%)

LHC 14 TeV 933.0 +31.8(3.4%)

−51.0(5.5%)

+16.1(1.7%)

−17.6(1.9%)

TABLE II: Pure NNLO theoretical predictions for various
colliders and c.m. energies.

To assess the numerical impact from soft gluon re-
summation, in table II we present results analogous to
the ones in table I but without soft gluon resummation,
i.e. at pure NNLO. Comparing the results in the two
tables we conclude that the effect of the resummation
is a (2.2, 2.9, 2.7, 2.2)% increase in central values and
(2.4, 2.2, 2.1, 1.5)% decrease in scale dependence for, re-
spectively, (Tevatron, LHC7, LHC8, LHC14).
Next we compare our predictions with the most precise

experimental data available from the Tevatron and LHC.
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FIG. 3: Theoretical prediction for the Tevatron as a function
of the top quark mass, compared to the latest combination of
Tevatron measurements.
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FIG. 4: Theoretical prediction for the LHC as a function of
the collider c.m. energy, compared to available measurement
from ATLAS and/or CMS at 7 and 8 TeV.

The comparison with the latest Tevatron combination
[36] is shown in fig. 3. The measured value σtot = 7.65±
0.42 pb is given, without conversion, at the best top mass
measurement [37] m = 173.18 ± 0.94 GeV. From this
comparison we conclude that theory and experiment are
in good agreement at this very high level of precision.
In fig. 4 we show the theoretical prediction for the

tt̄ total cross-section at the LHC as a function of the
c.m. energy. We compare with the most precise avail-
able data from ATLAS at 7 TeV [38], CMS at 7 [39] and
8 TeV [40] as well as the ATLAS and CMS combination
at 7 TeV [41]. We observe a good agreement between
theory and data. Where conversion is provided [39], the
measurements have been converted to m = 173.3 GeV.
Finally, we make available simplified fits for the top

mass dependence of the NNLO+NNLL cross-section, in-
cluding its scale and pdf uncertainties:

σ(m) = σ(mref )
(mref

m

)4

(16)

×

(

1 + a1
m−mref

mref
+ a2

(

m−mref

mref

)2
)

.

The coefficient a1,2 can be found in table III.

CONCLUSIONS AND OUTLOOK

In this work we compute the NNLO corrections to
gg → tt̄ + X . With this last missing reaction included,
the total inclusive top pair production cross-section at
hadron colliders is now known exactly through NNLO
in QCD. We also derive estimates for the two-loop hard
matching coefficients which allows NNLL soft-gluon re-
summation matched consistently to NNLO. All results
are implemented in the program Top++ (v2.0) [33].
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  Impact on the determination of parton distributions 
  Top production at LHC mainly from qg and gg processes 
  Total cross section sensitive on gluon distribution 
  Inclusion into NNLO global parton distribution fit                  

(M. Czakon, M. Mangano, A. Mitov, J. Rojo) 

 

  Observe: reduced uncertainty on gluon at large x 
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Figure 5. Left plot: the ratio of the NNPDF2.3 NNLO gluon PDF at Q2 = 100 GeV2 between
the default fit and after including the Tevatron and LHC top quark cross section data. Right plot:
the relative reduction of PDF uncertainties thanks to the inclusion of top data in the PDF fit.

Therefore, we have included the Ndat = 5 experimental data points available from the

Tevatron and the LHC into the NNPDF2.3 NNLO fit. The definition of χ2 that we use

is Eq. (3.1). The effective number of replicas after reweighting (the exponential of the

Shannon entropy) is Neff = 86, out of the starting sample of 100 replicas, indicating the

moderate constraining power of the data.

The results of adding the top quark data into the gluon PDF are shown in Fig. 5. We

show the NNPDF2.3 NNLO gluon at Q2 = 100 GeV2, in the default fit and after including

the Tevatron and LHC top quark production cross section data. We observe that the large-

x gluon PDF uncertainties decrease. This is expected since in that region the correlation

between the gluon and the top-quark cross section is maximal (see Fig. 1). In Fig. 5 we

also show the relative reduction in PDF uncertainties from the addition of top data. This

reduction coincides, within the finite statistics of the original NNPDF Monte Carlo sample,

with the correlation profile of Fig. 1, and in particular confirms that the top quark data

have a small impact below x ∼ 0.1 or so, as well as for very large values of x. Therefore,

we conclude that the available top data can already help reduce the uncertainties on the

gluon PDF by a factor of up to 20%, and are thus an important ingredient to future global

PDF analyses. On the other hand, the impact of top data on the quark PDFs is essentially

negligible.

It is interesting to study the modifications of the theory predictions after the top

quark data have been added into the NNPDF2.3 fit. In Table 9 we show the tt̄ cross

section for NNPDF2.3, comparing the default prediction with the predictions after adding

different subsets of the top quark data. We show only the entries which correspond to pure

predictions. By including top data from lower energy colliders, we can provide arguably

the most accurate theoretical prediction for the total tt̄ cross section at higher energies,

given that PDF uncertainties will be reduced in the same kinematical range from lower

energy data.

These predictions are collected in Table 9. As an illustration, the NNPDF2.3 prediction

available, see [9, 72] and references therein.
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  Essential to establish the properties of the newly 
discovered Higgs boson  

  Experiments select events according to number of jets 
  Different backgrounds for different jet multiplicities 
  H+0jet and inclusive H production known at NNLO               

(C. Anastasiou, K. Melnikov, F. Petriello; S.Catani,M. Grazini) 

  H+1jet and H+2jet  known at NLO  
  H+0jet and H+1jet samples of comparable sizes  

  NNLO for H+1jet needed  
  gluons-only total cross section completed                             

(R. Boughezal, F. Caola, K. Melnikov, F. Petriello, M. Schulze) (➞see R. Boughezal parallel talk) 

  Full calculation and differential distributions in progress 
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  First results for H+jet total cross section (gluons only)                              
(R. Boughezal, F. Caola, K. Melnikov, F. Petriello, M. Schulze) 

  using a purely numerical code  
  Based on sector-improved subtraction 

¨  numerical cancellation of infrared singularities 

  cross section multiplied by gluon luminosity 
 

 
  with 

  Observe large NNLO effects                                             
close to partonic threshold region 0
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Figure 4. Results for the product of partonic cross-sections gg → H + jet and parton luminosity in
consecutive orders in perturbative QCD at µR = µF = mh = 125 GeV. See the text for explanation.

functions

L(z, µF ) =

∫ 1

z

dx

x
g(x, µF )g

( z

x
, µF

)

. (7.7)

It follows from Fig. 4 that NNLO QCD corrections are significant in the region
√
s <

500 GeV. In particular, close to partonic threshold
√
s ∼ Eth, radiative corrections are en-

hanced by threshold logarithms ln β that originate from the incomplete cancellation of virtual

and real corrections. There seems to be no significant enhancement of these corrections at

higher energies, where the NNLO QCD prediction for the partonic cross-section becomes al-

most indistinguishable from the NLO QCD one. Note that we extend the calculation of the

NNLO partonic cross-section to
√
s ∼ 500 GeV only. From leading and next-to-leading order

computations, we know that by omitting the region
√
s > 500 GeV, we underestimate the

total cross-section by about 3%. To account for this in the NNLO hadronic cross-section cal-

culation, we perform an extrapolation to higher energies constructed in such a way that when

the same procedure is applied to LO and NLO cross-sections, it gives results that agree well

with the calculation without extrapolation. The correction for the extrapolation is included

in the NNLO QCD cross-sections results shown below.

We now show the integrated hadronic cross-sections for the production of the Higgs

boson in association with a jet at 8 TeV LHC in the all-gluon channel. We choose to vary

the renormalization and factorization scale in the range µR = µF = mH/2, mH , 2mH . After
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Figure 3. Residuals of poles in ε for the total cross-section as the function of partonic center-of-mass
energy. The left panel shows O(ε−2), and the right panel shows O(ε−1). See the text for explanation.

As a final check of the calculation, we discuss the dependence of the result on the renor-

malization and factorization scales. In this paper, we equate them and denote both by µ.

We can compute the µ-dependence of the cross-section either by introducing µε per cou-

pling constant in the various elements of the calculation in the standard way, or by solving

the renormalization group equation that follows from the fact that convolution of the par-

tonic cross-section with parton distribution functions is µ-independent. The results of this

computation can be found in Section 2. We have checked that when the µ-dependence is

computed with our numerical code, the result agrees with the analytic computation based on

renormalization group invariance.

We now present our results. We compute the hadronic cross-section for the production of

the Higgs boson in association with a jet at the 8 TeV LHC through NNLO in perturbative

QCD. We reconstruct jets using the k⊥-algorithm with ∆R = 0.5 and p⊥,j = 30 GeV. The

Higgs mass is taken to be mH = 125 GeV and the top-quark mass mt = 172 GeV. We use

the latest NNPDF parton distributions [78, 79] and numerical values of the strong coupling

constant αs at various orders in QCD perturbation theory as provided by the NNPDF fit. We

note that in this case αs(mZ) = [0.130, 0.118, 0.118] at leading, next-to-leading and next-to-

next-to-leading order, respectively. We choose the central renormalization and factorization

scales to be µR = µF = mH . In Fig. 4 we show the partonic cross section for gg → H + j

multiplied by the gluon luminosity through NNLO in perturbative QCD

β
dσhad
d
√
s

= β
dσ(s,αs, µR, µF )

d
√
s

× L
(

s

shad
, µF

)

, (7.5)

where β measures the distance from the partonic threshold,

β =

√

1−
E2

th

s
, Eth =

√

m2
h + p2⊥,j + p⊥,j ≈ 158.55 GeV. (7.6)

The partonic luminosity L is given by the integral of the product of two gluon distribution
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As a final check of the calculation, we discuss the dependence of the result on the renor-

malization and factorization scales. In this paper, we equate them and denote both by µ.

We can compute the µ-dependence of the cross-section either by introducing µε per cou-

pling constant in the various elements of the calculation in the standard way, or by solving

the renormalization group equation that follows from the fact that convolution of the par-

tonic cross-section with parton distribution functions is µ-independent. The results of this

computation can be found in Section 2. We have checked that when the µ-dependence is

computed with our numerical code, the result agrees with the analytic computation based on

renormalization group invariance.

We now present our results. We compute the hadronic cross-section for the production of

the Higgs boson in association with a jet at the 8 TeV LHC through NNLO in perturbative

QCD. We reconstruct jets using the k⊥-algorithm with ∆R = 0.5 and p⊥,j = 30 GeV. The

Higgs mass is taken to be mH = 125 GeV and the top-quark mass mt = 172 GeV. We use

the latest NNPDF parton distributions [78, 79] and numerical values of the strong coupling

constant αs at various orders in QCD perturbation theory as provided by the NNPDF fit. We

note that in this case αs(mZ) = [0.130, 0.118, 0.118] at leading, next-to-leading and next-to-

next-to-leading order, respectively. We choose the central renormalization and factorization

scales to be µR = µF = mH . In Fig. 4 we show the partonic cross section for gg → H + j

multiplied by the gluon luminosity through NNLO in perturbative QCD

β
dσhad
d
√
s

= β
dσ(s,αs, µR, µF )

d
√
s
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(

s

shad
, µF

)

, (7.5)

where β measures the distance from the partonic threshold,

β =

√

1−
E2

th

s
, Eth =

√

m2
h + p2⊥,j + p⊥,j ≈ 158.55 GeV. (7.6)

The partonic luminosity L is given by the integral of the product of two gluon distribution
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  Scale dependence of the integrated total cross section                   
µ = µF = µR 

  Considerable stabilization at NNLO 
  Corrections smallest for µ = MH/2 as in inclusive case 
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Figure 5. Scale dependence of the hadronic cross section in consecutive orders in perturbative QCD.
See the text for details.

convolution with the parton luminositites, we obtain5

σLO(pp→ Hj) = 2713+1216
−776 fb,

σNLO(pp→ Hj) = 4377+760
−738 fb,

σNNLO(pp→ Hj) = 6177−204+242 fb.

(7.8)

We note that NNLO corrections are sizable, as expected from the large NLO K−factor, but
the perturbative expansion shows marginal convergence. We also evaluated PDFs error using

the full set of NNPDF replicas, and found it to be of order 5% at LO, and of order 1-2% at

both NLO and NNLO, similarly to the inclusive Higgs case [78]. The cross-section increases

by about sixty percent when we move from LO to NLO and by thirty percent when we move

from NLO to NNLO. It is also clear that by accounting for the NNLO QCD corrections we

reduce the dependence on the renormalization and factorization scales in a significant way.

The scale variation of the result decreases from almost 50% at LO, to 20% at NLO, to less

than 5% at NNLO. We also note that a perturbatively-stable result is obtained for the scale

choice µ ≈ mH/2. In this case the ratio of the NNLO over the LO cross-section is just 1.5,

to be compared with 2.3 for µ = mH and 3.06 for µ = 2mH , and the ratio of NNLO to NLO

is 1.2. It is interesting to point out that a similar trend was observed in the calculation of

higher-order QCD corrections to the Higgs boson production cross-section in gluon fusion. It

has been pointed out that because of the rapid fall of the gluon PDFs, the production cross

section is dominated by the threshold region, thus making µ = mH/2 an excellent choice for

the renormalization and factorization scales [14, 81]. The reduced scale dependence is also

apparent from Fig. 5, where we plot total cross-section as a function of the renormalization

and factorization scale µ in the region p⊥,j < µ < 2mh.

5We checked our LO and NLO results against MCFM (gluons only), and found agreement.
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  Di-photon production: irreducible background for H → 𝛾𝛾  
  at present determined from sideband data fits 

  Discrepancy between NLO theory and data in some distributions 

  Require precise theoretical predictions (NNLO)  
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Figure 7: (Left) Diphoton differential cross section as a function of the azimuthal angle be-
tween the two photons, Djgg, from data (points) and from theory (solid line) for the photon
pseudorapidity range |h| < 2.5. (Right) The difference between the measured and theoretically
predicted diphoton cross sections, divided by the theory prediction, as a function of Djgg. In
both plots, the inner and outer error bars on each point show the statistical and total experi-
mental uncertainties. The 4% uncertainty on the integrated luminosity is not included in the
error bars. The dotted line and shaded region represent the systematic uncertainties on the
theoretical prediction from the theoretical scales and the PDFs, respectively.
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Figure 8: (Left) Diphoton differential cross section as a function of the azimuthal angle be-
tween the two photons, Djgg, from data (points) and from theory (solid line) for the photon
pseudorapidity range |h| < 1.44. (Right) The difference between the measured and theoreti-
cally predicted diphoton cross sections, divided by the theory prediction, as a function of Djgg.
In both plots, the inner and outer error bars on each point show the statistical and total exper-
imental uncertainties. The 4% uncertainty on the integrated luminosity is not included in the
error bars. The dotted line and shaded region represent the systematic uncertainties on the
theoretical prediction from the theoretical scales and the PDFs, respectively.
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  Photons need to be isolated from hadrons in events 
  Suppress secondary photons from hadron decays 
  Complete isolation not infrared safe, nor exp. well-defined  

  Isolation criteria 
  Fixed cone isolation 

  Smooth cone isolation (S.Frixione) 

  only soft radiation allowed close to photon 
  experimental implementation difficult (finite detector resolution)   
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Photon isolation 
Photon production

Large Corrections 

Experimentally photons must be isolated

Experimentalist may choose:

Isolation reduces fragmentation component

Using conventional isolation, only the sum of the direct and fragmentation contributions is meaningful.

HP2 – Munich – Germany September  2012
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  Direct process: photon produced in hard interaction 
  perturbatively calculable 
  collinear quark-photon contributions present 

  Fragmentation of parton into photon: 
  described by a non-perturbative parton-to-photon 

fragmentation function 
  absorbs collinear singularities from direct process 
  requires non-perturbative input 

  Fixed cone isolation 
  both processes contribute 
  fragmentation contributions reduced but not eliminated    

  Smooth cone isolation 
  no collinear nor fragmentation contributions  
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Photon production mechanisms 
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  New NNLO calculation:  2𝜸NNLO                                        
(S. Catani, L. Cieri, D. de Florian, G. Ferrera, M. Grazzini) 

  parton-level event generator, based on qT-subtraction  
¨  Analytic cancellation of infrared poles  

  using a smooth isolation criterion to define photons 
  includes all O(αs

2) corrections to direct photon production pp →γγ  

  First fully consistent inclusion of the Box contribution 

    

  Box also included in NLO-type codes (DIPHOX+gamma2MC, MCFM)                
(T. Binoth, J.P. Guillet, E. Pilon, M. Werlen; Z. Bern, L. Dixon, C. Schmidt; J. Campbell et al.)  
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Di-photon production at the LHC 

NNLO QCD corrections in diphoton production

some NNLO terms known to be as large as Born!productionγγ

but     Luminosity O (α2
s ) O (α0

s ) but     Luminosity qq̄gg

Why do we need NNLO corrections?

Box contribution already included in NLO calculation DIPHOX: T.Binoth, J.P.Guillet, E.Pilon, 
M.Werlen

NNLO QCD corrections in diphoton production

some NNLO terms known to be as large as Born!productionγγ

but     Luminosity O (α2
s ) O (α0

s ) but     Luminosity qq̄gg

Why do we need NNLO corrections?

Box contribution already included in NLO calculation DIPHOX: T.Binoth, J.P.Guillet, E.Pilon, 
M.Werlen

O(αs
2), gluon luminosity     comparable size to      O(αs

0), qq luminosity 
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  Invariant-mass distribution with staggered photon cuts  

  NNLO corrections large                                                             
in low M𝜸𝜸 region  region 
  Main contribution from qg channel                                       

(dominant channel at NLO) 
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Di-photon production with 2𝜸NNLO 

(µR) and factorization (µF ) scales are set to the value of the invariant mass of the diphoton system,
µR = µF = Mγγ . The QED coupling constant α is fixed to α = 1/137.

We apply typical kinematical cuts [17] that are used by the ATLAS and CMS Collaborations
in their Higgs search studies. We require the harder photon to have a transverse momentum
pharderT ≥ 40 GeV, while for the softer photon we demand psofterT ≥ 25 GeV. The rapidity of both
photons is restricted to |yγ| ≤ 2.5, and the invariant mass of the diphoton system is constrained
to lie in the range 20GeV ≤Mγγ ≤ 250GeV.

σ (fb) LO NLO NNLO

µF = µR = Mγγ/2 5045± 1 26581± 23 45588± 97
µF = µR = Mγγ 5712± 2 26402± 25 43315± 54
µF = µR = 2Mγγ 6319± 2 26045± 24 41794± 77

Table 1: Cross sections for pp → γγ + X at the LHC (
√
s = 14 TeV). The applied cuts are

described in the text.

Figure 1: Invariant mass distribution of the photon pair at the LHC (
√
s = 14 TeV): LO (dots),

NLO (dashes) and NNLO (solid) results. We also present the results of the box and NLO+box
contributions. The inset plot shows the corresponding K-factors.

We start the presentation of our results by considering diphoton production at the LHC (
√
s =

14 TeV). In Table 1, we report the results of the accepted cross section at LO, NLO and NNLO.
We have fixed µF = µR = µ and we have considered three values of µ/Mγγ (µ/Mγγ = 1/2, 1, 2).
The numerical errors estimate the statistical uncertainty of the Monte Carlo integration.

We note that the value of the cross section remarkably increases with the perturbative order
of the calculation. This increase is mostly due to the use of very asymmetric (unbalanced) cuts
on the photon transverse momenta. At the LO, kinematics implies that the two photons are
produced with equal transverse momentum and, thus, both photons should have pγT ≥ 40 GeV.

3

Diphoton production at NNLO
First exclusive NNLO with two final state particles

 First results using 

S.Catani, D. de Florian, G.Ferrera, M.Grazzini, LC

Les Rencontres de Physique de la Vallée d'Aoste  March 2013

Les Rencontres de Physique de la Vallée d'Aoste  March 2013

L. Cieri, La Thuile, March 2013  

Aude Gehrmann-De Ridder 



  Inclusion of NNLO corrections resolves discrepancy between 
NLO-type prediction and data 
  Despite the use of slightly different cone isolation criteria 
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ATLAS di-photon results 
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Figure 5. Comparison between the experimental cross sections and the predictions obtained with
Diphox+gamma2mc (NLO) and 2γNNLO (NNLO): mγγ (top left), pT,γγ (top right), ∆φγγ (bot-
tom left), cos θ∗γγ(bottom right). Black dots correspond to data with with error bars for their total
uncertainties, which are dominated by the systematic component. The theoretical uncertainties
include contributions from the limited size of the simulated sample, from the scale choice and from
uncertainties on the parton distribution functions and on the hadronization and underlying event
corrections.
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Figure 5. Comparison between the experimental cross sections and the predictions obtained with
Diphox+gamma2mc (NLO) and 2γNNLO (NNLO): mγγ (top left), pT,γγ (top right), ∆φγγ (bot-
tom left), cos θ∗γγ(bottom right). Black dots correspond to data with with error bars for their total
uncertainties, which are dominated by the systematic component. The theoretical uncertainties
include contributions from the limited size of the simulated sample, from the scale choice and from
uncertainties on the parton distribution functions and on the hadronization and underlying event
corrections.
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Jet cross sections at LHC 
 
 
 
 
 
 
 

  Jet data can be used to constrain parton distributions  
  Scale and PDF uncertainties on NLO prediction of comparable size 
  Need improved theory (NNLO) 
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Figure 7: Inclusive jet (left) and dijet (right) cross sections for the five different rapidity bins,
for data (markers) and theory (thick lines) using the NNPDF2.1 PDF set.
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Figure 6: Effect of the relative theoretical uncertainties for the inclusive jet (left column) and
dijet (right column) cross section measurements for all five |y| and |y|max bins, respectively.
The upward and downward uncertainties are estimated separately.
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pp → 2jets at NNLO 
  First results at NNLO available 

  gg → gg subprocess at leading colour (LC)                  
    (AG, T. Gehrmann, E.W.N. Glover, J. Pires)  

  Developed a new parton-level event generator NNLOJET 
  using antenna subtraction  

  analytic cancellation of                                                  infrared 
infrared poles 

  Inclusive jet pT distribution 
  NNLO/NLO differential                                                      

K-factor flat over the                                                         
whole pT range  
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pp → 2jets at NNLO 
  Inclusive jet pT distribution: scale dependence (gluons only, LC) 

(AG, T. Gehrmann, E.W.N. Glover, J. Pires) 

  Dynamical scale choice: leading jet pT 

  Same PDF for all fixed order predictions  

 
 
 
 
 
 
  Stabilization at NNLO 
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Improving NNLO with resummation 
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  Combining NNLO with analytic resummation 
  Fixed order becomes unreliable if large ratios of scales are 

involved, e.g. pT ≪ M 
  Perform all-order resummation of large logarithms 
  Combine with NLO or NNLO 
  State-of-the-art: NNLL                                                           

(D. de Florian,  G. Ferrera, M. Grazzini, D. Tomassini;                                                         
M. Beneke, P. Falgari, S. Klein, C. Schwinn;                                                                         
V. Ahrens, A. Ferroglia, M. Neubert, B. Pecjak, L.L. Yang)  

  Jet-vetoed cross section in Higgs                                        
production at NNLL+NNLO                                                  
(A. Banfi, P.F. Monni, G. Salam, G. Zanderighi;                                                                      
T. Becher, M. Neubert)  

  Observe substantial reduction of uncertainty 
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FIG. 2. Comparison of NNLO, NLL+NNLO and NNLL+NNLO results for jet-veto efficiencies for Higgs (left) and Z-boson
(right) production at the 8 TeV LHC. The Higgs plot includes the result from a POWHEG (revision 1683) [20, 40] plus Pythia
(6.426) [17, 41] simulation in which the Higgs-boson pt distribution was reweighted to match the NNLL+NNLO prediction
from HqT 2.0 [7] as in [21]. The lower panels show results normalised to the central NNLL+NNLO efficiencies.

Our central predictions have µR = µF = Q = M/2 and
scheme a matching, with MSTW2008NNLO PDFs [54].
We use the anti-kt [29] jet-algorithm with R = 0.5, as
implemented in FastJet [55]. For the Higgs case we use
the large mtop approximation and ignore bb̄ fusion and
b’s in the gg → H loops (corrections beyond this approx-
imation have a relevant impact [16, 56]). To determine
uncertainties we vary µR and µF by a factor of two in
either direction, requiring 1/2 ≤ µR/µF ≤ 2. Maintain-
ing central µR,F values, we also vary Q by a factor of
two and change to matching schemes b and c. Our final
uncertainty band is the envelope of these variations. In
the fixed-order results, the band is just the envelope of
µR,F variations.

The results for the jet-veto efficiency in Higgs and Z-
boson production are shown in Fig. 2 for 8 TeV LHC
collisions. Compared to pure NNLO results, the cen-
tral value is slightly higher and for Higgs production, the
uncertainties reduced, especially for lower pt,veto values.
Compared to NNLO+NLL results [21], the central values
are higher, sometimes close to edge of the NNLO+NLL
bands; since the NNLO+NLL results used the same ap-
proach for estimating the uncertainties, this suggests that
the approach is not unduly conservative. In the Higgs
case, the NNLO+NNLL uncertainty band is not particu-
larly smaller than the NNLO+NLL one. This should not
be a surprise, since [21] highlighted the existence of pos-
sible substantial corrections beyond NNLL and beyond
NNLO. For the Higgs case, we also show a prediction
from POWHEG [20, 40] interfaced to Pythia 6.4 [17] at
parton level (Perugia 2011 shower tune [41]), reweighted

to describe the NNLL+NNLO Higgs-boson pt distribu-
tion from HqT (v2.0) [7], as used by the LHC experi-
ments. Though reweighting fails to provide NNLO or
NNLL accuracy for the jet veto, for pt,veto scales of prac-
tical relevance, the result agrees well with our central
prediction. It is however harder to reliably estimate un-
certainties in reweighting approaches than in direct cal-
culations.
Finally, we provide central results and uncertainties

for the jet-veto efficiencies and 0-jet cross sections (in
pb) with cuts (in GeV) like those used by ATLAS and
CMS, and also for a larger R value:

R pt,veto ε(7 TeV) σ(7 TeV)

0-jet ε(8 TeV) σ(8 TeV)

0-jet

0.4 25 0.63+0.07
−0.05 9.6+1.3

−1.1 0.61+0.07
−0.06 12.0+1.6

−1.4

0.5 30 0.68+0.06
−0.05 10.4+1.2

−1.1 0.67+0.06
−0.05 13.0+1.5

−1.5

1.0 30 0.64+0.03
−0.05 9.8+0.8

−1.1 0.63+0.04
−0.05 12.2+1.1

−1.4

Interestingly, the R = 1 results have reduced upper un-
certainties, due perhaps to the smaller value of the NNLL
f(R) correction (a large f(R) introduces significant Q-
scale dependence). The above results are without a ra-
pidity cut on the jets; the rapidity cuts used by ATLAS
and CMS lead only to small, < 1%, differences [21].
For the 0-jet cross sections above, we used total

cross sections at 7 TeV and 8 TeV of 15.3+1.1
−1.2 pb and

19.5+1.4
−1.5 pb respectively [57, 58] (based on results in-

cluding [45–49]) and took their scale uncertainties to be
uncorrelated with those of the efficiencies. Symmetris-
ing uncertainties, we find correlation coefficients between
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