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Credits for material

* This lecture is adapted from a series of 3 lectures | gave at the
CERN summer student lecture program this year

* All ATLAS, CMS and NA62 material is copyright CERN

* | invite you to look for more educational material on the CERN site,
it's a very useful resource

* | have relied heavily on material from

* Anna Sfyrla and Jamie Boyd from previous CERN Summer
Student Lecture Program courses

* Thanks also to Dave Barney

* | do not always credit original sources when the provenance was lost
 apologies where that is the case
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Aims, assumptions and disclaimers

* Aim
 Learn about the journey of data, from the raw data we read out from the

detectors that make up our experiments, to the highly refined data we
publish in scientific journals

 Assumptions

* You have some (first) ideas about particle physics and the questions that
we’'re trying to answer in physics experiments worldwide

* You know something about high energy physics detectors and their data
* i.e. | will assume you have attended some of the other lectures in this series

 Disclaimer

« Choice of examples is often based on those experiments I've personally
worked on, i.e. H1, ATLAS, NA62 and Belle Il

* Feedback and questions are welcome: laycock@bnl.gov
* emall Is a good way to contact me
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The particle physics cycle
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Experimental physics

* Much of the work of the experimental T g o "
physicist is running experiments and T "I;"--,‘_,'_,j,- T
extracting measurements from them ( p‘\\‘i " W N S et N

Al T 14

* Note - Experimental physicists also need ”“‘\ — ,V,-—,;‘/!‘ = N |
to propose, design and build new ’T . iVt e e
experiments (see previous slide) \ /// PN, ety

\

\‘ Toroid magnets ! l‘. Wolo:womognérc calorimetors
L d

Muon chambers Solenoid magnet | Trensifion radiation fracker

Semiconducton racker

» These lectures are focused on
understanding how we turn raw
experimental detector data into physics
results that we can publish

* Results must be accurate
» with well understood precision

e [t's important to understand the
difference between these two words,
we often confuse them
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This lecture

* Focus v B

IR it — ‘
. T |\/" - - o EOSS S YN
» The journey of raw data from | | I ,’./ﬁ._r? oot L)
the detector to a publication | Yl 0 EE 4
¥/ P
* Requirements \\ \ 17 / e
e How we reconstruct e
fundamental physics
processes from raw detector
data
* How we extract our signals
from the mountain of data,
finding needles in the
haystack
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Testing theoretical predictions

Image taken from the
announcement

of the winners of the
2004 Nobel Prize in
Physics for

A high-energy
electron on
collision course with .

Q

.. a quark, confined
in the proton,

“the discovery of
asymptotic freedom in
the theory of the strong
interaction”

* In Quantum Chromodynamics, which describes the strong nuclear force, the
mathematics says that the closer quarks are to one another, the weaker the force
becomes. Conversely the further the quarks move apart, the greater the force is.

» Critical to understanding hadronic matter (e.g. the protons at the LHC)
 How can this be tested ?
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Theory meets phenomenology

Q

Quark

Proton

* Test in the old-fashioned particle physicist way
« Smash particles together!

* Model the proton as a fuzzy bag of quarks and gluons, hit it with a high
energy (point-like) electron - what will happen?

BROOKHFAEN

9 NATIONAL LABORATORY




Phenomenology to experiment

Electron ."
Proton P ]I:Hjl‘__{ |

; Quark

"t
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Phenomenology to experiment

Electron o
\ Proton ==l ]mj'“#‘ '

Quark

ep

d°cF.  2ma’Y. o Y 2
) = = Folx,Q)”) — —Fr(x,Q"
Measure: 12402 oL 2(z, Q) L(z, Q%)
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Phenomenology to experiment

Electron N
\ Proton -l ] ]ﬂr‘% | _'
- -" :ji[};_;-r- ] -
: - Ei-':.'—-;-i"::::‘i’
Quark B
EJR
(120‘:3\?@ 2mra’Y o Y 9.
: — = Folx, Q7)) — —Fr(x. Q)"
Measure: dxdQ? r(Q4 2(2, Q") Y. ACHD

[, directly related to (PDFs) quark content: F, ~ x2e?*(q+q)

Extract:

. dF_/dInQ? (scaling violations) sensitive to gluon content

« F, only non-zero in higher order QCD — independent

access to gluon density and QCD dynamics
BROOKHEAEN
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Extracting observables
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Experimental confirmation of QCD allowing us to infer the quark and gluon structure of the proton
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Particle physics detectors

* |In the 1960s we used Bubble chambers, like the one pictured
here on public display at CERN...
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... to produce pictures like this which were analysed "by hand”
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Today @ CERN we have huge rates of collisions so

CERN that we can produce very rare events
\ CMS

LHC

North Area

, |
ALICE o0 LHCb
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L~46 m, I ~22 m, 7000 tons Inner Tracker (|n|<2.5, B=2T):
~108 electronic channels Si Pixels, Si strips, Trans. Rad. Det.
Precise tracking and vertexing, e/n

separation, momentum resolution:
o/pr ~ 0.04% p; (GeV) @ 1.5%

EM calorimeter:
Pb-LAr Accordion, efy
trigger, id. and meas.,

energy res.: o/E ~
10%NVE ® 0.7%

25m HAD calorimetry (|n|<5): Fe/

scintillator Tiles (cen), Cu/W-LAr
(fwd). trigger and meas. of jets
and Eq s, €NEIrgy res.: o/kE ~
50%NVE @ 3%

Tile calorimeters

LAr hadronic end-cap and
\ forward calorimeters

Pixel detector
LAr electromagnefic calorimeters

Muon chambers Solenoid magnet | Transition radiation fracker

Semiconductor tracker . _
— _ _ Trigger system: 3-levels reducing
Muon Spectrom(_eter. air-core toroids thh gas-based muon chambers. the IA rate from 40 MHz to ~200 Hz
trigger and meas. with momentum resolution <10% up to E, ~ 1 TeV
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Before the detector, came the simulation

* When designing detectors, we simulate detector response to physics of interest

» Adding a solenoid magnet makes it possible to measure momentum (and charge) in our
tracker by measuring curvature in the transverse plane

* Interesting physics is often at high momentum, e.g. four high momentum muon tracks here

No magnet

BROOKHIAEN
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Before the detector, came the simulation

* When designing detectors, we simulate detector response to physics of interest

» Adding a solenoid magnet makes it possible to measure momentum (and charge) in our
tracker by measuring curvature in the transverse plane

* Interesting physics is often at high momentum, e.g. four high momentum muon tracks here
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No magnet + magnet
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Building detectors
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Vertices / 0.50 mm / Event

Simulation and understanding detectors

* We use simulations to model the detector as accurately and precisely as possible
* We then test that our simulations are accurate using real data
* We make corrections to our simulations if necessary

A common problem - missing some material in the simulation

* Once we can rely on an accurate model of our detector, we can rely on the
simulation modelling the real detector’s response to particles

* This allows us to correct the data for detector response
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Ingredients to the ATLAS physics program

> T T T T > T T T T 2 s 39 T j S st 15 StCell-based isolation: . ;5 Topo-Cluster isolation: ' e
> et ATLAS rveimiray 3 T 2 T - —T 3 o fe-up suppessinn STUFRIVE 7 = 3 > t P E
3 fut—:;spb‘ ATLAS S w \::,::/m A mr::” “ A F oo - IMCdﬁhul ATLAS Prelimnary | (3 . 300 “E:g.@i ez p qi 5 . 201 DAm(?—.nn)I a=3m & 5 » 200 DAREs00), | Lazam' 3
Ry Vo 7Tev + Dataz010 . D, 1 = B R ——— S B« Lo up 15 i + SmuatonshiedbyBOMeY) - B + Simdazcn (shified by 100 MoV 3
‘g COMCW —»ev g2 E:’"é%‘: ! {.: T Do 13 : w<-a->-40-au§ ::gﬁ é& jhum:n 3 g N3 $ W Lergegap WeeCcDgw - g ‘_ B Lage po W 2 ecio gap 3
o ) z W - 11435 S7Tev oS
2 e & v Hepuz upenies] E G T 18 2 : 15 % o ATLAS Preliminary N 3 ATLAS Preliminary ]
. v v o L 45'_1'_@-411»' _ji T 48 2 i 3 8 2 :
- E - E 1 s ®
@ ucz-ce i K 4o oesERGe e T "-r st LI :2 1 % -ﬂ ;‘. 3 1 e
g E - e« 10] TELLLL Ak E K ®
P E eI : o—‘n-z* o e
% Bz—x.:__o_—u——o-:—c—a—a—w—q».__,_ E 5 ':::"' ’: -1 . ] -1 ]
= s ) \ | ' ATLAS Prelminary 2 X 50 5 : 2t 5% o -
e N 2 4 3§ 8 10 12 14 s I | 100 -
250 7 3] Nov U a6 0 4 w0 6w 0 Bunch crossing 1D Bunch crossing 10
X Eq(svent) [CeV]
EF'™ [GeV] 5 s —_ 7 =~10*
S | g 2 TR e R — |
S 025 Ngz+x 0.520 GeV 1 S o6 g oWty aLersop: PO p,>20GoV S . ATLAS Preliminary = BDT 18, pof  ATLAS Prelmnay 2012Smuation | f" L o0 2 | Ez‘ ATLAS Preliminary //
~ 77 200 v | o 2011 djet data - 120 1 o A ) X X E = ] i :
g ea: ATLAS peimosy | £ 0.4 ATLAS presmnary | & 1014 J' dtL =370 pb" + Likelihood & P 08<hi<13 § G [loew | Smelaton :
£ 02 1 L ] w E %_._ ] v 13<hi<16 | O10°F ems K E
® 3 1 T o1 i [ ' . PR . : =
8 3 18 0.12 ! ° N 2012 1 16 16<hl <24 ] F Tile1 AR ]
X { « 1 S 107 3 i o Tile2 M
L 0158 ] @ 0.1 ] ° E o 3 140 B 8 I e p:
g TN 1 2 L 5 | . 120 .yt R 4
G | E o008 [ % “u, 0t S0 >z ercan |1
PRI 1 8 5 m10’§ e, 10 ‘f t 1 & |fmereese® ™ a
“& Blbes By Tl o i b 1 2 B =
N 1 ] 2 [ e . = ' ! B @ -
0.058 ! 0.04 : g 10} 1 Prong sl ok . f H ' 3 210k HEC1
N\ ! 0.02 i 2 p, > 20 GeV, | < 2.3 E i ’ 1 2 7} HEC2
\ s ] NS T . ] - 1‘ Ll 4 = é ' HEC3
% 0.1 02 03 0.4 05 06 07 08 09 1 0 O .l ettt X I E YR Y ST Y R AT N FUOTVORTIUOTTONTTOUS I TORRTIU I Lo - vecs
fr < 50, . s % - ey Signal Efficiency PPIGev] 0 05 1 15 42 25 3 3. 5 4 45 5
™ SAPSRAASARSAAARARANRRARS RRsAR Rasns sasss nan ey Las T [ ATLAS Preliminary  Simulation © o ATLAS Preliminary . . , . S 0.8c o 114+ ——r ettt )
8 1—‘")"‘5 Preliminary’ 1 S 4asf——spT<GeV \sa7TeV S 09 5. 77w 2, 3 % TUEAfLAS Préliminary  Antik R-04 EMeES] = 1.12- » ATLAS 7
8 F parel Bame-Endcap yec HECFCal  poql E . [ —e—255p;"<30GeV Pythia Dijet, anti-k R=0.6 Z 0.8/ Antik EMR=06 s = 07 P’- > 25 GeV, i <2. 5_ = 1. 1_0 Multi-jet LA _
Z osf 4 g 40 e : BOV i <19.755n <85 o 7 + 5, ATLAS Simulation v E\s=7 TeV, f Lat=21" 1 8,08 I’«’;‘gﬂﬂm P o |
- 1 [ p— < —— - e = A Y )
® aaa| * Ahashas, 1 7 355k o 40sp™<ascev 06 e - T antP' :ARS(';DGR'S 0.6E E 1064 ¥ -jet MPF Data 2010 and Monte Carlo incl.jets
3 . O ER N DY | Average Slope = 0.601:0.003 GeVIN,, ) - 1 E 0.5F % Oueam E
S 984 =% a _oSechoo . E | o0 oy 0.4 210° cm3s", 25ns pile-up OF Z ALPGEN MC10 e 1.04
2 N L o 2ag e 30E ° - 05 +*+ P, > 20GeV, s 20 - 4 Data 2011 (WVF1 > 0.75) E 1.02l _o.l—+—
2 1 o e . . E 25; . o OA‘ o () Hard-scatter jets 0_4:— Z ALPGEN MC10 (UVF1 > 0.78) - 3 . ot
z o L L ose = I . 0.3-— 7+jet data 2011 [ Jets trom pile-up 0.3 e N
. o0 ° 3 200 aa* £ —+— y+jet simulation 0 E = 0.98: 3
. 060° = t 0.2"_a- Track ot data 2011 ’ 0.2 3 0.96/
‘ * E-30GeV o E~-400GeV J 15| 0.1~ Trackiot simutaton E 3 0.94! |
© E~60GeV & E~2000GeV] f *' —e- Simulation, using p™" 0. 0_1:— E - ) ) ‘
0.4~ Anthk, R - 0.6, EMWES B 10 ; ‘ NIRRT T £ 3 o092 JES uncertainty anti-k, A=0.6, EM+JES
0.,.015. % ixs.ué “215. h :13 315 i ..:‘151- 2 4 6 8 10 (b 05 115 225335 4 45 ) . ki ) T S S ST ST ST N R 10_ 00 |
: ’ ’ ’ o Number of primary vertices (N, ) ml 0 02 04 06 08 1 12 3 4 5 6 7 8 9 10> : 107 10°
S ARASAIARARIRsasssasesnass sias Jet vertex fraction (JVF) Number of primary vertices p;' (GeV)
ATLAS PIOATINGY  emmaan 1 5 T T T T T T > T B S e
- 1 8 o Tyt o oy p g ) ] 4; T———r-rvT A S - § S ———
— § 18 AT Prolminay g e ] § 10° ATLAS Preliminary ] -} E ‘ ] g 1008 S :
- i ] F Ldt= 47 1b" MV1 70% $ SNhouan 1 o * data ! 35— ATLAS Presminary L=5m - § 1.004 RMS: 0.032% ©® W-evEp
|8 14 )= ¢ AR 1 & b pots E 1 3 100mE RMS: 0.058% Z-»ee inv. mass
P~ 14 S ] .ot - WIR W<i2 ERE E j
1 1 ZL | - B “oht-tlavour jots i 2 E o _ Scale factor negative tag (stat) {' 1.002; —
3 “F R . 10 ] ® 255 [ Scale tackor negative tag (stat+syst) K 2 o001t y g
- 1. B < = S e A
: E i | ¥ | A
1 i~ ! ‘ . 3 5 % i @ 1g=?=*:.c:°'*' =g *+*-?:+
" : I ] 10 = 3 0.999; -
1t simulation,\'s=7 TeV 3 L 4 ] i 1 5?._ - ;
7150, WH2s ] 08 ] 10 1 = ———— o
] ; —‘% 0.997}
3704 05706 07 08 09 06 | - 1 . £ Data 2011,V8=7 TeV, JLdl =49’
b-jet efficiency Y N L ! 1 ! . 10 . : § 0 9%. ATLAS  Pralimi | ‘ |
- . 50 100 150 200 250 300 a4 o e 09087 ..‘A...é..'f“é?. NV IRTIR T |
3 10 T ] T 7 letp, [GeV] SVO Mass [GeV) 30 4050 W 2a L R ch croseing
8 o ATLAS Preiminary o, ATLAS Preliminary = = ATLAS Preliminary Data2011 | Ldt=4] g ' 31 s F
- 100 Data 2011, \s=7 TeV,J‘Ldl=4A6 m E Simustion : > 100E J : g T 1 So00sE.
2 : | F = s sicrors i o L ©2 p.98k 4 £ s
§ [ 0y=1.604 0.01 GV . — Hedroms 3 9 ° G ! R R S S s e w 099 -
& 89 o, =145+ 001Gev mi<1.37 { ot ::::::::'::: 5 Q4 & 8 & bk s s i s, . . = nes = 5__,0985?
: E c - e L, ’ t 3 - 1 = 0.98: 1
60| = P reeul F % 85 . ER 4 2oerst I Lat=5.11
‘ 12200 MC S g E E . Lot =2264pb” 2 . g75. 2011 data, chain 1 “MC -
40 S E ER :"’('%1 2 2012 data, chain 3 CB go 9.65; Z-»uy tag-and-probe * data
: g 75 3 oo— ¢ Na a ATLAS Preliminary— @ 0.96E ATLAS Preliminary
20: g 70— Loose++ Mediume+ Tight++ = o 1.02 * E o1 005 ’ ‘ 4
t 3 E = 2012sclecton 4 2012 selection 2012 selection j2 1.01 = foe®oeeeoe®qq we
- P DN DI Sl X . w 65:: 5 2011 selection 2011 selection 2011 selection 3 2 L et ettt e '20-995 . e * |
%075 8 8 90 95 100 105 110 60 11 selec il vaen BED . 8oef e RATORY
M [GeV] o2 4 & & 04 14 16 8 2 ° © 5 10 15 20 25 30 35 40 45 50 2 4 6 8 10 12 14 16 18 20’

R Number of reconstructec primary vertices M Number of reconstructed vertices
m




P

e \%u S. DEPARTMENT OF )
{Z)ENERGY BROOKHFAEN

NATIONAL LABORATORY




Physics event generators
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Simulation chain

How much processing time

" needed for each step?
Event Generation |
simulate the physics process. From < 1s to a few hours / event.

Detector Simulation
simulate the interaction of the

particles with the detector material.

From 1 to 10min / event

Digitization

Translate interactions with detector
into realistic signals.

From 5 to 60s / event

Reconstruction
Go from signals back to particles,

as for real data. Require simulations for signal

and background processes
with better statistics than data

BROOKHIAEN

NATIONAL LABORATORY




Complete ATLAS simulation workflow

Generator HepMC Particle Filter
MCTruth | [ MCTuth |} i MCTruth MCTruth
(Gen) (Sim) i\ (Pile-up) and SDOs
o | A ) "ROD Emuiation 1.
| ! : mulation Raw Data
Simulation | Pile-up Merged Hits | (pass-through) § Objects

ROD Input
Digits

Bytestream
Bytestream Conversion

Reconstruction

!

a-—!—s

I

Hits D|g|t|zat|on ROD Emulation

ili
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Data’s journey
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Raw d ata th rou g h p ut Plot modified from:

“GridPP: development of the UK
computing Grid for particle physics.”
e H1

* Proton structure and QCD

« small event sizes and rates

DAQ throughput =
event rate * event size
« ATLAS
. Event Rate (Hz)
« Higgs, searches for new physics 106‘
. . N A 6 2 /-"“'_—“"—\ LHCb
* big event sizes and rates .y,
e |ATLAS
* NAG2 b ([ oms
- Ultra-rare kaon decays . T
* huge rates of small size events (| HERA-B e
- Belle Il () CoF Il |\
DF "
« Ultra-rare B decays ool l@n S
_ 10 H1 — ‘[
* modest event sizes and rates ZEUS L
UA1 NA4S :1
10 .
 Triggers are critical to reduce the amount of data 1¢* 10° 16° 107
we record and analyse later Event Size (Bytes)
{@&/ENERGY 30
- T
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The Atlas Trigger and DAQ

Event rates Trigger

DAQ

Calo/ Pixel
[Muon] [/SCT] [Other]

40 MHz

[ Custom
Hardware
I:\ Level 1 Accept

QOQ
L Fe ) [ FE ) [ FE ]
>O0——0——0

(rRoD] (rOD] [ROD]

or kit (7oiB )

0(100)

FTK

~ 30k
Fragments
[[[[ Processing Unlt e
>

Full event

¥ X
Readout System J

-
e

[[ Data Logger

C-1000Hz ) N— — N —

&S U.S. DEPARTMENT OF Permanent Storage

Data rates

ATLAS Event
1.7(?)MB/25 ns

Detector Readout

~ 160 GB/s

3
k-
LL.
s Y
| ~25GB/s

~ 1500 MB/s
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Trigger streams

# High Level Trigger Total Output
WSOOO L L L L e gther Strﬁnam_s (fpll EB) BB . .
T - ATLAS Trigger Operation & Dotoctr Callbraie Crarial E6) ATLAS Trigger Operation
£ 7000 HLT Stream Rates o Expross stream oy ) pp Data July 2016, \s= 13 TeV
Y - (with overlaps) # Delayed Physics (full EB)
E 6000 — pp Data JUly 201 6 # Main Physics (full EB) _

- Ys=13 TeV = . .

8 000 Z @ Main Physics (full EB)
= 5000 "\/\A - @ Delayed Physics (full EB)
5 4000 A 1 @ Express stream (full EB)
I

Trigger Level Analysis (partial EB)
@ Detector Calibration (partial EB)
@ Other Streams (full EB)

3000
2000
1000
0

200 400 600 800 1000 1200 1400 1600
Luminosity Block [~ 60s]

* We know in advance that in addition to the main physics data, we will
need some dedicated data for:

» performing calibrations
* assessing data quality

* Writing dedicated output streams (written to different physical files)
provides people with just the data they need

ENERGY BROOKHAVEN
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ata’s journey

Trigger DAQ
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Data Preparation

* Three major steps to prepare data for physics analysis and achieve
* reliable, high quality data (yes, we reject low quality data)
» the best performance from our detectors
 readiness for physics analysis

1. Make sure that the data quality is excellent, also in real time
« Maximise the amount of data that is useful

2. Calibrate the detectors

» Correct for imperfections in the detectors, account for changes over
time, etc.

3. Reconstruct physics signals from the data

* Produce analysis object data which contains physics analysis level
information like how many muons does the event have
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Calorimeter
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are invisible to
the detector

Electromagnetic
Calorimeter

Basic reconstruction =
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ATLAS

EXPERIMENT

Run Number: 265545, Event Number; 5720351

Date: 2015-05-21 10:39:54 CEST
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Reconstructing particle tracks

For a track we measure: X N
lts momentum: X
It's direction; R R e
Its charge; /5 P <
Its “perigee”: the closest point to a N 6)
reference line, transverse (d,) or y/A >

longitudinal (z;).

* The track curves in the transverse plane because of the magnet
* It travels in a straight line in the longitudinal plane

» Question: What kind of trajectory describes a particle traveling through our
tracking detectors ?

T ENERGY BROOKHFAVEN
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Track fitting

Perfect measurement — ideal Imperfect measurement - reality

Small errors and more points help to constrain the possibilities

Quantitatively:

Parameterize the track;
Find parameters by Least-Squares-Minimization;
Obtain also uncertainties on the track parameters.

BROOKHIAEN
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Muon
Spectrometer

Hadronic
Calorimeter

The dashed tracks
are invisible to
the detector

Electromagnetic
Calorimeter

Basic reconstruction =

Solenoid magnet

N ¢ Eraclil_sition Tracks
adiation .
Tracking Tracker Calorimeter Clusters
Pixel /SCT detector X




Muon
Spectrometer

Hadronic
Calorimeter

The dashed tracks
are invisible to
the detector

Electromagnetic
Calorimeter

Physics object
reconstruction =
Combine Tracks +
Calorimeter Clusters

Solenoid magnet

£ Transition
Radiation

Trac k| ng Tracker
Pixel /SCT detector
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Muon
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Hadronic
Calorimeter

The dashed tracks
are invisible to
the detector

Electromagnetic
Calorimeter

Muon reconstruction =

Solenoid magnet

TRracrlw_sition Track reconstruction
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Tracking Tracker + muon spectrometer hits
Pixel /SCT detector X
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* Question: what physics process is observed in this event?
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Neutrinos

\. Tile calorimeters

",' 3 \ NN 5
\ J i/ a ‘-. \
\v A r/ “\ull \
/ // 1Y r \ . LAr hadronic end-cap and
y / )/ \ .\ Y, forward calorimeters
s [ / / /s Fixel detector \
Y /- ‘ 1 \ .
|\~ Toroid magnets . LAr gleciromagnetc calorimeters
” ' | . .
Muon chambers Solenoid magnet | Trensifion radiation tracker

Semiconducton racker

* Let’s look at the simplest case for reconstructing neutrinos

« Remember, we are looking down the beam pipe, so the plane of the display is transverse to
the proton beam direction

* Question: Can you quantify the momentum in this plane before the proton collision
» What does that tell you about the distribution of momentum after the collision?
» How would this look if we had a W boson instead of a Z boson ?
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ata’s journey
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Data Preparation

* Three major steps to prepare data for physics analysis and achieve
* reliable, high quality data (yes, we reject low quality data)
» the best performance from our detectors
 readiness for physics analysis

1. Make sure that the data quality is excellent, also in real time
« Maximise the amount of data that is useful

2. Calibrate the detectors

» Correct for imperfections in the detectors, account for changes over
time, etc.

3. Reconstruct physics signals from the data

* Produce analysis object data which contains*®physics analysis level
information like how many muons does the event have
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Misalignment and detector effects

Presence of Material

Coulomb scattering off the core of atoms
Energy loss due to ionization

Bremsstrahlung
Hadronic interaction

© ©

© ©

Misali t
Isalignmen Real track

Detector elements not positioned
In space with perfect accuracy.

Alignment corrections derived
from data and applied in track

reconstruction.
Real position
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Misalignment and detector effects

Presence of Material

Coulomb scattering off the core of atoms
Energy loss due to ionization
Bremsstrahlung

Hadronic interaction

Misalignment A

Apparent track / Real track

Detector elements not positioned  i-
In space with perfect accuracy.  ----

Alignment corrections derived o
from data and applied in track

reconstruction.

Real position Apparent posit?c-m
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Calibration

s R =1082mm \

L R = 554mm
( R=514mm

TRT %

’< R =443mm
SCT
R =371mm

L R =299mm

R =122.5mm
Pixels { R = 88.5mm
R =50.5mm
R =33.25mm

R=0mm

* During the break between Run 1 and Run 2, ATLAS inserted the IBL, an
extra layer of silicon tracker close to the beam pipe

BROOKHIVEN
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Calibration

f R =1082mm
=l O I O I O O R R
=3 = L ]
IRT { ' > [ ATLAS Preliminary .
© — —
S 20 Dpata2015 m
S E ¢ default alignment E
g 10— ¢ filllaveraged alignment —
gl c = _
Ia) -
= — [, &
[ E=ce. R AL T S 6 E SOC TRAALT 2o s AP AAAARAAMIIS 4
R =443mm 0 C .O.{)_'O‘O'.q_o_ -
SCT4 5 - N o Oo, .
R =371mm 1 L < o OO Bona oty —
L R =209mm @ 10 e RN ]
& F v To0 o ]
o —20— “ o —
R = 122.5mm f—————"""0" - Z C 00 ]
; R=88.5mm | o C <]
P'Xe's{hso.srm/ go Ll LUV IPIPbit P PPl b PP LT
S P g 8 8 8 g 2 g g g =
R =0mm & S © & & & S 3 > N
- N « A o &) N a a <

Starting date of LHC Fill

 During the break between Run 1 and Run 2, ATLAS inserted the IBL, an extra
layer of silicon tracker close to the beam pipe

At the start of data taking in Run 2, it started to move

 As time went on, the movement was very significant, much more than the
detector precision so the movement could really be seen in physics
distributions and data quality
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Calibration

f R =1082mm
30 x10°
= M TT TTTTTTTTTT TT TTTTTTTTTT TT TTTTTTTITTITTITIT €& L ID I201I5LHCIfIII4560)I_
S = [ . . 1= B H 1 ata ( ]
TRT i i P - ATLAS Preliminary 1o - ATLAS Preliminary + LB corrected alignment -
£\ T 20 1~-1000— 4=0 wir, FWHM2.35=13 wnr ]
A S " Data 2015 192 i i
.*é B ) _:é - ¢ fill-averaged alignment
S - ¢ default alignment 1& L o A=0 i, FWHM2.35=21pm .
‘Ei’ 10— ¢ filllaveraged alignment —+= 800 . @ g default alignment
L g L -1 C ™ a=14 un FWHM/2.35=27 un
R = 554mm c u 4o *
- = C PP 2} -
( R=514mm T TR To e e et T et e e e TN E 6001
R = 443mm ® C 000-0.@.0_ . -
SCT< -6 — i ats = O.-O-(j- - :
R=371mm 3 - <o o OO0 ToPope —
L R =299 o 10 < “ = 4001
= mm — - O - — -
e - voo o] -
5 —20 o — 200
= > _ o O — -
R=122.5mm fpoe—-""__ : =4 - 7 B
i R = 88.5mm | g C ] Fromoomo Eins
P'XQIS{R=50-5nTnT__//”z'// gLl IUPIbL el b b L Pl LT 00 - . L -
R = 33.25mm [———_—— o 2 3 % S o o = o T -0.1 -0.05 0 0.05
R = 0mm ] @ S © & ) 3 = S & PN Local x residual [mm]

Starting date of LHC Fill

 During the break between Run 1 and Run 2, ATLAS inserted the IBL, an extra
layer of silicon tracker close to the beam pipe

* At the start of data taking in Run 2, it started to move

 As time went on, the movement was very significant, much more than the
detector precision so the movement could really be seen in physics
distributions and data quality

« ATLAS quickly implemented and commissioned a correction procedure as
part of its calibration process

 Following the correction the performance of the detector was back to nominal
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Data Preparation

* Three major steps to prepare data for physics analysis and achieve
* reliable, high quality data (yes, we reject low quality data)
» the best performance from our detectors
 readiness for physics analysis

1. Make sure that the data quality is excellent, also in real time
« Maximise the amount of data that is useful

2. Calibrate the detectors

» Correct for imperfections in the detectors, account for changes over
time, eftc.

3. Reconstruct physics signals from the data

* Produce analysis object data which contains*®physics analysis level
information like how many muons does the event have
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What makes good data quality?
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What makes good data quality?

x10°
E . | I I | I I I I I I I I I -]
= - . Data 2015 (LHC fill 4560) -
o - ATLAS  Preliminary ¢ LB corrected alignment |
:’; 1000— =0 wir, FWHM'2.35=13 i ]
{; ¢ fill-averaged alignment -
© - *u‘ A=0 i, FWHM2.35=21pm —
+= 800 > @ i default alignment ]
g B * B A=-14 un FWHNM/2.35=27 un |
2! - “ + _
= 600 . e -

_ ¢ k |

— ® g, # 7

200|

%@

1 —-0.05 0

Local x residual [mm]'

* The plot that shows a misalignment of the ATLAS IBL is a good example of a data quality plot
* The reference would be the black histogram, this is what data should look like

* If the shifter sees the blue or red histogram, she will raise the alarm !
» Before the calibration, data quality assessment might reject this data for physics analysis
 After the calibration, the data quality is good and the data can be used for physics analysis
ENERGY BROOKHFAIEN
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Data describing data - metadata and databases

Tier-0 Farm DQM Server

Histogram Django serve Cherrypy server
Monitoring : Shifter
. Signoff

Web Display
Shifter Defect
Entry Tool

Histogram History

Storage \ 10U \
Cron Tasks .
ﬁm =

DCS

vaiculator Hi: togram

. Resu t Cache
— Run Flagger/ Histogram

D/ munint’, Emailer Metadata Cache

Cache r Runinfo Cache
Good Run List Generator
Defects DB Generatinn

* [n addition to the calibration databases, we need databases for several other
important metadata tasks, data quality is a particularly important example

« Understanding our data requires us to keep precise track of our metadata too
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Data Preparation workflows

Tier-0

Oracle
B streams

(online) 2™ update

1st update

Runs on dedicated computing
resources at CERN

Physics streams

Calibration streams S Eh—
I'b ti
Express streams calibration

Final
calibration

Providing data quality
feedback at three levels ; ;
g g
Control L + 2
Once calibrations are ready e Express e "k § Bulk data S
/ CosmicCalo Al|gnment z processing Z
run reconstruction on all data | menitoring o 5 5
' I
™ ®
I O O
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~60M events per day 0 -
~60 TB per day % %
Input Input Input Q Input Q
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- | | | ~ System DQ |
DQ shifter System DQ experts
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Data’s journey
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The Worldwide LHC Computing Grid

» Now the data has been — . Tanster fater 1141 Gitsec
prepared for physics o I
analysis, it's time to extract
our favourite physics signal!

* Many experiments,
particularly those at the
LHC, use computing sites all
over the world via the grid to

 harness all of that
computing power

 enable collaborators
worldwide to access the "R
data .‘ ~.\ i"'é}L‘Tg'D.ep_t of State Geographer

S _—_e LA/@ZI_AOLI\.’»‘G_oogIe
©42009 GeoBasis-DE/BKG

Data SIO"NOAARU:S \Navy#NGA: GEBCO

* Image taken from the WLCG GoogleEarth Dashboard
* http://wlcg.web.cern.ch/wlcg-google-earth-dashboard
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http://wlcg.web.cern.ch/wlcg-google-earth-dashboard

Analysing a lot of data

» Our data is calibrated and with good data quality
* and we've reconstructed the physics objects in the data
* it is reliable, accurate and ready for physics analysis

 Now we can extract our measurements

» Question: How long -
would it take to read
all of the ATLAS data?
(Assume for simplicity
you have off-the-shelf SSDs
with read speed ~500MB/s)

ATLAS data

BROOKHIAEN
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Data’s journey
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Discovering the Higgs Boson

| I || I 1 |

- ATLAS

L H— ZZ* — 4l
- 13 TeV, 36.1 fb™
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Events / 2.5 GeV
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20
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lllllllllllllllll[lll

T

[

1 I 1 [ I 1 1] ] ]

¢ Data

Higgs (m = 125.09 GeV)-
. ZZ |

tt+V, VVV
B Z+jets, tt
2 Uncertainty

lllllllllllllllll[llllll

—e—

e tm L —
B R —

140 160
mglonstrained [GeV]

@ATLAS

EXPERIMENT
http://atlas.ch

Run: 182796
Event: 74566644
2011-05-30 @7:54:29 CEST

 Strategy for this channel (there are several) - we look for events with two Z bosons that
have decayed to four leptons, e.g. two electrons and two muons in the event on the right

* If the two Z bosons were produced by the decay of a Higgs boson, when we reconstruct
the invariant mass of the system we should see a peak at the Higgs boson mass
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Needles in haystacks

* There are billions of events and the ones we are really interested in are very rare

« Often the interesting events are also very difficult to distinguish from background
* Requires high precision detectors, which means lots of data for each event

* The data are structured but each event is different - unique data science challenge

. . 2400 - T T T
« Data reduction proceeds via a two- % ' o '
] G 2200 Selected diphoton sample
pronged approach: P 2000 ®  Data2011 and 2012
S Sig + Bkg inclusive fit (m = 126.5 GeV)
Lﬁ 1800 , 4th order polynomial
 Select only the events that you are 1600
iInterested in 1400

\s=rkmij=48m*

: . =8TeV,| Ldt=591fb"
» For example, this analysis may only ~ '*® \s=01e
consider events with two photons 1222 .
» Retain only the information you need 600
* |[n this example the muon 400
information and other physics 200
objects could be thrown away o
» 100
s 0
[} ] ] ] ] m
* Final statistical inference is only O o0
performed on the reduced data 00 T 120 130 140 180 160
m,, [GeV]
\&’ENERGY 63 Sy T




Data analysis workflows

LHC & MC generators  Typically, event
generation, simulation and
MC or data AOD reconstruction are
(fully reconstructed, unfiltered) performed centrally, Data

Preparation got us to here.

Derivations
(Some event filtering, reduction +
augmentation)

Intermediate analysis format:
NTUP/mini-AOD
(Usually event-filtered, calibrated,
with systematics)

Final analysis outputs:
Histograms, trees for stat
analysis, iInputs to ML

BROOKHIVEN
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Data analysis workflows

LHC & MC generators

MC or data AOD « \We then like to make event
(fully reconstructed, unfiltered) selections, e.g. select events with
two muons. Often we’ll calculate
SEFVETGME some extra variables here, like In

the invariant mass of those two
muons. We're adding more data
per event, but output fewer

: : events. In principle we could
Intermediate analysis format: throw away some information

NTUP/mini-ACD here, but people are often
(Usually event-filtered, calibrated, reluctant to do that

with systematics)

(Some event filtering, reduction +
augmentation)

Final analysis outputs:
Histograms, trees for stat
analysis, iInputs to ML

BROOKHIVEN
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Data analysis workflows

LHC & MC generators

MC or data AOD
(fully reconstructed, unfiltered)

Derivations
(Some event filtering, reduction +
augmentation)

Intermediate analysis format: * Next we take our
NTUP/mini-AOD selected events, correct
(Usually event-filtered, calibrated, efficiencies and calculate
with systematics) systematic uncertainties

Final analysis outputs:
Histograms, trees for stat
analysis, iInputs to ML

BROOKHIVEN
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Data analysis workflows

LHC & MC generators

MC or data AOD
(fully reconstructed, unfiltered)

Derivations
(Some event filtering, reduction +
augmentation)

Intermediate analysis format:
NTUP/mini-AOD
(Usually event-filtered, calibrated,

with systematics) * Finally we extract cross
sections (or limits) and
Final analysis outputs: produce the final statistical
Histograms, trees for stat analysis and plots to publish
analysis, iInputs to ML
67 g T
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Data analysis workflows

LHC & MC generators

MC or data AOD
(fully reconstructed, unfiltered)

Derivations
(Some event filtering, reduction +
augmentation)

Intermediate analysis format:
NTUP/mini-AOD
(Usually event-filtered, calibrated,
with systematics)

Final analysis outputs:
Histograms, trees for stat
analysis, iInputs to ML

) "

* This process is a chain

* If we have to redo something in
the chain, everything below
needs to be redone

At least once
« Usually more than that

* The reality is that this happens
(too) often

BROOKHIVEN
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Data analysis workflows

LHC & MC generators » Reiterating steps at this
level means improving
MC or data AOD calibrations and
(fully reconstructed, unfiltered) reconstruction algorithms

Derivations * This red_uc_:es SySt_ema“C
(Some event filtering, reduction + uncertainties and improves
augmentation) the final measurement

Intermediate analysis format: \
NTUP/mini-AOD
(Usually event-filtered, calibrated,
with systematics)

This data is petabyte-scale
for one analysis

Final analysis outputs:
Histograms, trees for stat
analysis, iInputs to ML

BROOKHIVEN
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Data analysis workflows

LHC & MC generators

MC or data AOD
(fully reconstructed, unfiltered)

This data is terabyte-scale
Derivations for one analysis, final analysis
(Some event filtering, reduction + outputs are gigabytes

augmentation) /

Intermediate analysis format: ) Rﬁ ite_rating ?teps he{‘_e i.S _alsc;h
- : physics analysis, optimising the
Usuel NTU':/]:E'”"'Z‘ODI,b w final algorithms
sSudlly eventiliterea, callorated, . : :
ywith i  Limited by the information
y available, hence the reluctance
to throw information away

« Sometimes the conclusion is we
need to rerun a step higher up
the chain, e.g. Derivations

BROOKHIVEN
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Final analysis outputs:
Histograms, trees for stat
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The long game
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That costs a lot more
Track pT > 0.5 GeV

In 2017 the average
number of collisions
For HL-LHC this
could be as high

as 200 collisions
CPU and improved
algorithms
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This event is taken
from 2011 data
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LHC future computing
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The data challenge is going to get a lot harder than standard progress can
handle, c.f. HEP Software Foundation paper on software and computing
R&D for the 2020s:

http://arxiv.org/pdf/1712.06982.pdf
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http://arxiv.org/pdf/1712.06982.pdf

Exabyte-scale physics analysis
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