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APS-U HLA scope in addition to APS: 
• Component database (CDB)
• Electronic traveler (eTraveler)
• Cable management system

• EPICS directory service
• Naming system
• Infrastructure monitoring
• EPICS Gateway



Component Database (CDB)
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Vocabulary
Catalog 

(each unique type of 
component or component 
design or COTS item + 

properties/drawings/specificati
on/..)

Inventory
(each unique instance of component 

procured or fabricated) + properties/serial 
#/QR code/travelers/pictures/…)

Machine Designs
(A group of catalog 

components to perform a 
particular function + inventory 

items to build it +
Properties/pictures/locations/

…)

• CDB component information “domains”: Catalog, Inventory, Machine design, 
location, MAARC (Measurement and Analysis Archive)



Component Database (CDB)

• Web port as main gate

Catalog Item: DMM Quadrupole Libera Brilliance+ (APS Model)



Component Database (CDB)

CDB  100 011 008

82 Q1 
Magnets

Inventory Item: 



Component Database (CDB)

• Machine Design: 
a place holder or ”address”
• A reference to a Catalog Item
• A reference to an Inventory Item
• It’s own properties, history, etc.

S28A:LIB1

01-ID-AR-RR02

S27A:LIB1

• Mobile App: 
• Android support as of now
• iOS under development



Component Database (CDB)

• Summary usage at APS-U
• In production deployment
• More than 730 catalog items 
• Over 2500 inventory items 
• New functions under development including performance 

improvement



Traveler System
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• Electronic traveler system to replace 
traditional paper-based approach

• Assisting
o receiving inspection
o characterization of incoming equipment
o tracking accelerator component 

processing workflow
o quality assurance inspection
o recording of test results
o Assembly
o Installation
o etc. 



Traveler System
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• New functions
• Reporting
• Discrepancy
• Step numbering
• Status and version controls

(under active development)



Traveler System
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• Reporting



Traveler System
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• Discrepancy



Traveler System
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• Step numbering



Traveler System
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• Status Support & versioning



Traveler System

• Summary usage at APS-U
• In production deployment
• More than 160 template forms
• Over 800 instances
• New functions under development

• Status support
• Versioning system
• …



Cable Management

• Started with a community survey
• COTS & tools developed by community 
• Resulted in 2 separate tool for cable management, 

raceway & routing tool
• Cable management to be developed in house

• Extend CDB catalog, inventory, and machine design 
domains
• cable catalog
• cable inventory
• cable design
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CDB Enhancements for Cable Plant Planning and Management

Core CDB Functionality
• Component Catalog
• Inventory Tracking
• Machine Design

New CDB Cable Functionality
• Provides catalog of predefined cable types
• Tracks inventory by QR id using mobile devices
• Facilitates evolving cable plant design

• high level design using “placeholders” (e.g., rack to 
device) jumpstarts cable routing effort

• Endpoints later refined to component/port level
• Coordinates integration with external cable routing and 

raceway design tool
• Supports planning and tracking of “bundles” and 

“dark fiber”
• Manages “virtual cables” with circuit of multiple 

physical cable segments

Cable Management



Cable Management

• Virtual Cable
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For example: connection between the vacuum valve controller and 
the gate valve (green). Actual cable circuit connection via patch 
panel (red).



Naming
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Controls System Environment Management
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• IOCs: ‘Sumo’ automates IOC modules configure/build
• Sumo (HZB/BESSY) to build IOC support modules from source on demand
• All source comes from APS’ GitLab server
• IOC applications will specify needed support modules and versions
• Sumo is used similarly to create private module build areas while the 

application is still being developed
• Where appropriate we hope to include PLC, FPGA, and DSP code in the 

same environment
• We are developing against an EPICS 7 release



Controls System Environment Management
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• High Level Applications: ‘Conda’ 
provides an environment 
management system to deploy 
applications along with their 
dependencies for easy update/roll 
back capabilities
• Multiple Conda environments can be 

defined for a given application
• All required packages will be in a local 

repository (local Conda package repository)
• Conda was originally developed specifically 

for python, but can be applied to any 
language build environment

/C2/conda
ʮ── LICENSE.txt
ʮ── bin
ʮ── compiler_compat
ʮ── conda-bld
ʮ── conda-meta
ʮ── envs
│   ʮ── imagev -> imagev.0003
│   ʮ── imagev.0001
│   ʮ── imagev.0002
│   ʮ── imagev.0003
│   ʦʒʒ�imagev.0004
ʮ── etc
ʮ── include
ʮ── lib
ʮ── locks
ʮ── man
ʮ── pkgs
ʮ── share
ʮ── ssl
ʦʒʒ�x86_64-conda_cos6-linux-gnu



Controls System Environment Management
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• EPICS PVs: ‘Channel Finder’ provides a mechanism to manage all 
those ~1M PVs in a systematic way



Infrastructure Monitoring
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• OpenNMS was selected 
eventually to monitor controls 
system infrastructure

• Two ways to monitor 
components from the 
accelerator network
• EPICS data through RSMC=>PSK 

with RSMC running on 
accelerator network

• EPICS data through PV-
GW=>RSMC=>PSK with RSMC 
running outside the 
accelerator network



System Integration
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System Integration
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Catalog 
(each unique type of component or 
component design or COTS item + 
properties/drawings/specification/..)

Inventory
(each unique instance of component procured or 

fabricated) + properties/serial #/QR 
code/travelers/pictures/…)

Machine Designs
(A group of catalog components 
to perform a particular function + 

inventory items to build it +
Properties/pictures/locations/…)

eTraveler 
Templates/Forms

(an electronic form designed to guide the 
user through a set of steps <for specific 

component types>)

eTraveler [Instances]
(A copy of a Traveler Template 

filled in for a particular instance 
of a part)

Hydro Test for Mask Type #2
Vacuum Test Type #2

ACL for Mask Type #2
Vacuum Certification

Hydro Test for Mask Type #2:
Qrid = 000 001 679
Hydro Test for Mask Type #2:

Qrid = 000 001 682
Hydro Test for Mask Type #2:

Qrid = 000 001 683

eTraveler
Example



System Integration
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Catalog item link to 
traveler ”Templates (Forms)”



System Integration
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Inventory item
link to traveler instance



System Integration
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• Work flow control, notification 
and approval process.
• Integration with SharePoint



Questions???
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