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ATLAS Offline Code Base

= All-inclusive “"Athena” releases (~ 5 million code lines)
= Require 240 external packages (mostly supplied by CERN SFT team,
ATLAS TDAQ releases, GAUDI architecture framework, generators)
= Partial releases for Simulation, Analysis available
=  Online software is separate, beyond the scope of this talk
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ATLAS Developers Community

Collaboration: 3000 scientists and 1200 students
= Most of them make contributions to code

Departures and arrivals are frequent
= Currently 2 — 3 new developers are granted access to ATLAS
Athena project (in GitLab) daily

* In 3 monthly periods:
01/21-02/20, 03/21-04/20, 05/21-06/20
156 developers made 2223

siisda commits to ATLAS Athena

22% T repository (merge commits
nlc;g/th excluded)

o : * Only 22% of developers made

s commits in all periods
. * 47% of developers made

commits only in one period

Number of Developers
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ATLAS Software Use in Operations

» Collaboration: 3000 scientists and 1200 students

= Most of them ran ATLAS jobs using offline software

= Global ATLAS operations

= 30M jobs monthly at > 250 sites
= 1.4+ Exabytes processed annually

= 1110 monthly active users
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ATLAS Software Development Workflow

ATLAS does not enforce the "upstream
first’ policy, but allows for changes to

‘ be made directly in release branches.
Automated daily ‘sweeps’ copy those

changes into the master branch.

Each MR is
Merge request change sh i‘H'er-
L Update withnew commits reviewed
(two level-1
and two

Further review
needed?

Requires
refinement

level-2 daily)

review-user-action-required

Further review
needed?

review-approved
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US ATLAS Responsibilities
Management of key infrastructure systems

Nightlies and Continuous AtlasSetup build-, run-time
Integration (CI) (A. undrus) environment setup tool s.v)
« Centerpiece of ATLAS software « Majority of ATLAS jobs and user
workflow — Jenkins based build and sessions start with running
testing systems interconnected with AtlasSetup
Higlzle « Support of various operating systems,
* Big scale and complexity compilers, build tools — used currently or
o ~11000 Athena releases built in 2019 in the past

o 1530 cores on build farms
« Response to users concerns and

Multiple b hes, jects, platforms . : :
© Muftiple branches, projects, pidttorm questions on daily basis

o svn-, git- based workflow supported
o Dynamic monitoring

o Continuous systems development as per
users request: 71 JIRA tasks (mostly
impfrovemen’rs) were completed in 2019
so far
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Many interesting projects beyond key responsibilities. Example:
ATLAS Comprehensive Software Compilation (ACSC) Project

All-inclusive installation from source code, SE—
including generators (Geant4, Pythia...), ROOT,

KATHENA (ATLAS SOFTWARE)\

FRAMEWORK)

ATLAS EXTERNALS

LCG stack e oo
ROOT j/
= Full automation feasible: code RESULTS

upload via HTTP (no CVMFS) .

Athena release 21.0.31 was

Friendly Linux, AMD CPUs installed and tested on Summit

(ATLAS kits binaries work)

W._M AL : ‘ ‘3!”” = Total compilation time 1 day

S— = AthSimulation 21.0.34 — Titan, Summit

PowerPC, 10X of Titan = 5M ATLAS code lines, 100
IBM CPUs, GNU Linux externals, 130 generators
ATLAS kits binaries do not work

SUMMIT

= Few code adjustments needed
(e.g. compiler macro)
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ATLAS Nightly/Cl Systems History

CI&Nightly Builds (per day)

Nightly Builds (per day)

2 017 120 Build reduction due to
120 Home-made 100 efficient workflow
100 NICOS Cl
80 | NIghtly COntrol 80 .\.
System gt N 60
Z‘g Y transition: w0 | soer 41l
: 30 nightly 16 Nightly
20 h G;(t_’ 20" |puilds daily builds daily
2002 2006 2010 2016 IR 2018 2019

= Today: 23 nightly branches (multiple platforms, projects)

= ~ 16 nightly jobs on average day (some branches ‘on-demand’)

= CI build for each MR creation/update (up to 100 daily)

=  Comprehensive testing (unit, local and GRID integration)

= Excellent stability

= QOccasional VM, EOS problems affect << 1% of jobs

= Hard work: 57 JIRA issues, 44 release installation requests tackled
in 6 months of 2019
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Jenkins-based Build Systems Details
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Jenkins-based Build Systems Notes

Build machines are very powerful VMs
= 16-20 cores, up to 120 GB RAM
Fast 0.5 TB SSD (a build job needs > 0.3 TB)

... and it matters

= Current release ‘from scratch’ compilation time is 6
hours (faster in CI where most builds are
incremental), 10 hours with testing, installations

= Build time easily doubles on slower machines,

oversubscribed machines, conventional disks
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Jenkins Support

= 3 Jenkins instances at CERN compromised in March

Presumably, this was an automated attack with the intention to
instantiate crypto-currency mining software on compromised
hosts (which didnt succeed).

= Quarter million Jenkins are running around the globe -
attractive target for hackers

= Jenkins and its T50 plugins updates to the latest
versions are now performed on our instances ~bi-weekly
= Require service interruption, tests

= Plan to keep Jenkins servers behind CERN firewall
= SSH tunnels, browsers proxy extensions allow access

worldwide
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Database-backed Monitoring, Jupyter Analytics
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Plans

Evaluate GitLab CI (with CERN IT)

" CERN IT: improvements and new features of GitLab CI makes it
casier to implement the ATLAS workflow than before

" While CERN IT supports Jenkins and GitLab, it does not support
the “bridge” between Jenkins and GitLab (*GitLab Jenkins plugin”)

Monitoring improvements for CI and nightly systems

" Complete migration to BigPanDA service (joint project with S.
Padolski, ATLAS ADC team)

" More details about build and test results (e.g. ART GRID tests)

" Enhance tracking of VM performance

For all systems (CI, Nightlies...):

" Ensure strong user support, systems reliability and productivity
Longer term: merge CI and nightly systems (and keep an
eye on modern CI tools — Tekton, Cloud Build, Travis...)
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Conclusions

= Size and complexity of ATLAS software
infrastructure commensurate with grandeur
and longevity of the experiment

= State of art CI and Nightlies systems under
management of US ATLAS/BNL NPPS serve
well in the ATLAS software development
workflow

= Plans to keep abreast of modern
technologies trends are in place
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