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Chromaticity

• atmosphere

• differential chromatic refraction (DCR)

• seeing

• telescope optics

• sensor

2

Sources

Techniques for study

• analytic formulae

• GalSim “ring test” simulations

• photon-by-photon Monte Carlo (PhoSim)
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Differential Chromatic Refraction cf. Plazas & Bernstein 2012

Euclid filter
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PSF centroid shifts

Centroid shifts don’t directly 
affect galaxy shapes, but do make 
registration of multiple exposures 
tricky.

If images are registered using G5v 
stars, then centroids of other 
types of objects shift.

The shift depends on zenith angle 
and hour angle.

Distribution of zenith and hour 
angles depends on declination.

δ = -50°

δ = -13°

(1 LSST pixel

R̄ =

R
p (�)R (�) d�R
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Shifts in PSF centroids due to DCR cf. Plazas & Bernstein 2012
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Shifts in PSF centroids due to DCR cf. Plazas & Bernstein 2012

LSST requirement

DES requirement
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Shifts in PSF centroids due to DCR cf. Plazas & Bernstein 2012

LSST requirement

DES requirement
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PSF second moment shifts

DCR increases zenith-direction 
second moments of all objects.

Amount of increase depends on 
SED.

Amplitudes and directions of 
relative second moment shifts 
depend on zenith angle and hour 
angle.

Distribution of zenith and hour 
angles depends on declination.

δ = -50°

δ = -13°

(1 LSST pixel
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Effect of misestimating the PSF  (c.f. Paulin-Henriksson+08)
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Ellipticity definition Corrected second moment
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Effect of DCR on PSF and inferred galaxy ellipticity

R̄ =

R
p (�)R (�) d�R

p (�) d�
V =

R
p (�)

�
R (�)� R̄

�2
d�R

p (�) d�

PSF centroid shift PSF second moment shift

Plazas & Bernstein 2012
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Shifts in PSF second moments due to DCR cf. Plazas & Bernstein 2012
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Shifts in PSF second moments due to DCR cf. Plazas & Bernstein 2012

LSST requirement

DES requirement
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Shifts in PSF second moments due to DCR cf. Plazas & Bernstein 2012
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• Operations simulator: 
simulate observation 
cadence, weather, 
incorporate past 
observing, other 
priorities

• zenith angle 25th/50th/
75th percentiles:

• 29, 37, 42 degrees

• much ongoing work to 
optimize survey

• first moment of DCR 
scales like tan(za)

• second moment of DCR 
scales like tan2(za)

12

LSST OpSim airmass (zenith angle) distribution

zenith angle
0.0 24.6 33.6 39.7 44.4 48.2 51.3

OpSim run 3.61
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LSST OpSim airmass distribution

OpSim run 3.61
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LSST OpSim zenith angle distribution

OpSim run 3.61
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LSST OpSim zenith and parallactic angle distribution

video available at:
github.com/DarkEnergyScienceCollaboration/chroma/blob/master/bin/opsim/zenith_parallactic.mp4

field
center

exposure 
zenith angles

30°60°90°

Where the 
zenith is in field 

coordinates

OpSim run 3.61
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LSST OpSim zenith and parallactic angle distribution

video available at:
github.com/DarkEnergyScienceCollaboration/chroma/blob/master/bin/opsim/zenith_parallactic.mp4

Where the 
zenith is in field 

coordinates
30°60°90° field

center

exposure 
zenith angles

OpSim run 3.61
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LSST OpSim zenith and parallactic angle distribution

video available at:
github.com/DarkEnergyScienceCollaboration/chroma/blob/master/bin/opsim/zenith_parallactic.mp4

Where the 
zenith is in field 

coordinates
30°60°90° field

center

exposure 
zenith angles

OpSim run 3.61



Josh Meyers - Stanford UniversityLSST DESC Meeting 12/04/2013

u g r i z y
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Chromatic seeing due to atmospheric turbulence

Euclid filter

atm

Kolmogorov turbulence predicts that 
the atmosphere smears out blue 
photons more than red photons:

Qualitatively similar to diffraction limit:

FWHM / ��1/5

FWHM / �+1



Josh Meyers - Stanford UniversityLSST DESC Meeting 12/04/2013 19

Chromatic seeing and effect on inferred galaxy ellipticity

PSF second moments dependence on the SED:

Ipsf = Ipsf,�0

R
p(�)(�/�0)�2/5 d�R

p(�) d�
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Estimating r2
PSF/r2gal and LSST requirement on 

r2PSF/r2galgalPSF

Chang priv. comm.

OpSim
Gaussian

CatSim
Sersic r2 1.5

2.5

7.5

Jouvel+09

COSMOS 
<HLR> = 0.27

Gaussian
FWHM=0.7

Jouvel+09

COSMOS 
<HLR> = 0.27

Moffat
FWHM=0.7

• Want to keep 

• Gaussian has 3x smaller r2 
than Moffat of same FWHM

• Half light radius (HLR) 
underestimates r2 by factor of 
~2-20 for Sersic profiles with 
n between 1.0 and 4.0

• Caveat: Formula assumes 
unweighted second moments

Wide range of possible estimates

requirement

2x10-4

6x10-4

10x10-4

(

|m| . 0.0015

�r2psf/r
2
psf

�r2psf/r
2
psf
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Differences in PSF size due to chromatic seeing
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Differences in PSF size due to chromatic seeing

LSST requirement

DES requirement
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Differences in PSF size for Euclid

Euclid requirement



Chromatic seeing in data

Boyd78: solar limb

Ca)
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as a measure of atmospheric seeing after corrections for dif-
ferences in solar limb darkening and diffraction were made.
The McMath solar telescope employs an unusually long (100
m) optical path within the telescope housing, and partly for
this reason seeing is often poor for this telescope. Poor seeing,
however, was desirable for this quantitative study of seeing
effects. Pairs of simultaneous pictures, one at 10 Am and one
at 0.55 ,m wavelength, were taken under a variety of atmo-
spheric conditions, with exposure times of 5-60 s. A good
correlation between visible and infrared seeing was found, and
the infrared images were found to be systematically sharper
than the visible pictures. The RMS width of the point-spread
function for seeing was found to be 1.9 :1 0.2 times greater at
0.55 Am than at 10 ,m, in good agreement with the predictions
of theory.

B. Data analysis
The raw data for this study was a series of photographic

FIG. 2. Solar limb profile at
10 ,um. The solid curve is a the-
oretical limb profile formed by
convolving the true limb profile
with a Gaussian-shaped point-
spread function representing the
combined effects of seeing, dif-
fraction, and instrumental reso-
lution. In this case the Gaussian
has a full width to 1/e points of 4
arc sec.

10 12

negatives showing the solar limb at 10 and at 0.55 pm. The
data were put into numerical form by scanning the negatives
with a PDS microdensitometer manufactured by the Boller
and Chivens Division of the Perkin-Elmer Corporation. This
procedure gives the transmission of the photographic negative
as a function of position on the film. The film transmission
is related to intensity by the characteristic curve for the
photographic emulsion. A form of the characteristic curve
described by de Vaucouleurs2 2 was used. Position on the film
can be related to angular position on the solar disk through
the measured magnification of the telescope and upconverter.
The result of this calibration procedure is a solar limb profile,
as illustrated in the data points shown in Figs. 2 and 3.

The finite width of the transition from full to zero intensity
in these limb profiles can result from several effects: seeing,
diffraction, and instrumental resolution, as well as the in-
herently nonuniform intensity distribution of the solar disk.
At visible and infrared wavelengths the Sun shows limb

C

C

-8 -6 -4 -2 0 2
8, arc sec

FIG. 3. Solar limb profile at
visible wavelengths. The solid
curve is a theoretical limb profile
formed by convolving the true limb
profile with a Gaussian-shaped
point-spread function representing
the combined effects of seeing,
diffraction, and instrumental res-
olution. In this case, the Gauss-
ian has a full width to 1/e points of
6 arc sec.

4 6 8 10 12
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0.55μm

10μm
A plane wave V(r) traveling in the positive z direction is

assumed incident upon an inhomogeneous dielectric. The
scalar wave equation for propagation through an inhomo-
geneous dielectric is given by

v2 n(r) 2 ,92 V

c2 at 2 (Al)

Hufnagel and Stanley7 show that if the fractional fluctuations
in n(r) are small, and if n(r) does not change appreciably over
distances of the order of X, or in times of the order of X/c, V(r)
can be expressed as

V(r) = AoeB(r)ei(kz-t), (A2)

with B (r) satisfying the equation:
V2 B(r) + VB(r) - VB(r)

+ 2ik- VB(r) + 2k2N(r) = O, (A3)
where

N(r,t) = [n(r,t) - (rfl n-(r). (A4)

The Rytov approximation 6 entails neglecting the second term
in Eq. (A3). Under this approximation, it is possible to find
an analytic solution to Eq. (A3), and hence to derive an ex-
pression for the wave-structure function D(p). Tatarski26

gives the result

D(p) = 2.91 k 2 p5 /3 5' C2 dz, (A5)

0 1 2 3 4 5 6 7 which is the same as Eq. (17) of this article.
aIR

FIG. 5. Visible seeing vs infrared seeing. a is the full width to l/e points
of the atmospheric MTF. The straight line of slope 1.80 corresponds to
the theoretical prediction discussed in the test. A typical error bar is
shown.

tercept of 0.49 + 1.15, where standard errors are quoted. In
fact the true regression must pass through the origin, because
when seeing is perfect at 0.55 ,m, it must also be perfect at 10
,um. With the constraint that the fitted line pass through the
origin, the least-squares criterion defines a straight line more
precisely, though within the rather broad limits found above.
This straight line has a slope of 1.90 + 0.20, which is in good
agreement with the theoretical value of 1.80.

ACKNOWLEDGMENTS

The author acknowledges useful discussions with C. H.
Townes, E. R. Wollman, and A. L. Betz. H. A. Smith and E.
C. Sutton assisted with the astronomical observations. Kitt
Peak National Observatory provided telescope time for this
study; the support provided by the staff of this observatory
is acknowledged. The PDS microdensitometer was made
available by I. R. King of the Berkeley Astronomy Depart-
ment. This work was partially supported by NASA Grant
Nos. NGL-05-003-272 and NGR-05-003-452 and by NSF
Grant No. AST 77-12256.

APPENDIX: RYTOV APPROXIMATION

This Appendix will define the Rytov approximation to the
wave equation and will discuss its limits of validity, especially
with regard to the prediction of seeing effects.

Hufnagel and Stanley7 have stated that neglecting the
second term in Eq. (A3) is a somewhat dubious approximation.
The second term is much smaller than the third under the
assumption that n(r) is slowly varying, and the second term
is much smaller than the fourth under the assumption that
N(r) is always much less than 1. However, the second term
will in general be much smaller than the first only for I B I <<
1, which requires that the total phase perturbation imposed
by the turbulence be small. Thus the Rytov approximation
is expected to be good only for weak turbulence, and as
pointed out in Sec. II E, this is qualitatively what is found.

However, the Rytov approximation is expected to be rather
good under the situation of interest here. A determination
of the size of the seeing disk is essentially equivalent to a de-
termination of the maximum aperture over which the phase
is coherent, or for which lB I < 1. Hence, in predicting the size
of the seeing disk only the case where B is not large need be
considered, and the Rytov approximation can be expected to
be approximately correct, as is found empirically.

*Present address: The Institute of Optics, University of Rochester,
Rochester, N.Y. 14627.
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There was not enough information in the angular struc-
ture function to closely constrain the velocity of each com-
ponent, but the general shape of the overall velocity
distribution was determined. Adding more layers (with dif-
ferent bulk wind velocities) to our models would have
resulted in slightly better matches to the shapes of the mea-
sured structure functions. However, it would not have
changed the overall scaling mismatch (visible in Figs. 3 and
4).

The overall amplitude scale for the FSM angles is uncer-
tain by at least 20%, enough to account for the discrepancy
between data and model seen in Figures 3 and 4 (note that
the structure function is proportional to the square of the
angles). In addition, the model values reÑect the average of
the conditions at the two siderostats.

4. RESULTS

4.1. Delay Data
Delay data (which passed the selection criteria described

above) were obtained for 64 nights in 1999. Table 1 gives a
summary of the data volume: the number of scans and total
time span for each night, along with the mean values of the
slope (b) and coherence time For long scans, each 3(T0,2).
minute segment has been counted in the total in Table 1.

Figure 5 shows the mean Ðtted spectral slopes for the
nights with º10 usable scans. The vertical bars represent
the 1 p scatter about the mean for that night. The three-
dimensional Kolmogorov value of 5/3 is shown for
comparison.

Figure 6 shows a scatter plot of the mean slope and
coherence time for each night with º10 usable scans.
Figure 7 is a similar plot for all the data, with one point per
scan. There appears to be no obvious correlation between
the slope and coherence time. The lower cuto† at T0,2 B 30
ms is a selection e†ect : for shorter coherence times, there
were too many losses of lock to meet our selection criteria
(or the atmosphere was too noisy for the interferometer to
operate at all).

The variations in b and within individual nights didT0,2not Ðt into any obvious pattern. Figure 8 shows the varia-

FIG. 5.ÈMean value of spectral slope (b) for each night in 1999 with 10
or more scans. The error bars represent the 1 p scatter about the mean
value for that night. [See the electronic edition of the Journal for a color
version of this Ðgure.]

TABLE 1

SUMMARY OF ATMOSPHERIC DATA FROM 1999

Time Span Mean T0,2
Night No. Scans (hr) Mean b (ms)

(1) (2) (3) (4) (5)

59 . . . . . . . 6 3.5 1.44 117
60 . . . . . . . 67 9.8 1.44 69
62 . . . . . . . 87 11.3 1.43 71
78 . . . . . . . 48 9.7 1.44 106
84 . . . . . . . 17 2.9 1.49 100
89 . . . . . . . 22 6.5 1.41 50
101 . . . . . . 7 2.9 1.34 53
104 . . . . . . 26 8.6 1.51 95
105 . . . . . . 32 9.5 1.47 70
106 . . . . . . 7 0.8 1.45 58
108 . . . . . . 22 5.4 1.40 157
109 . . . . . . 32 5.9 1.45 116
122 . . . . . . 12 1.4 1.44 44
126 . . . . . . 21 3.4 1.44 291
127 . . . . . . 43 5.3 1.46 144
128 . . . . . . 34 6.8 1.48 75
129 . . . . . . 32 7.1 1.39 46
138 . . . . . . 18 5.3 1.42 120
141 . . . . . . 6 1.3 1.44 52
144 . . . . . . 12 4.9 1.46 55
145 . . . . . . 4 1.0 1.44 40
172 . . . . . . 24 7.8 1.46 92
173 . . . . . . 47 4.4 1.49 128
174 . . . . . . 41 4.5 1.50 168
175 . . . . . . 9 2.8 1.39 130
177 . . . . . . 8 3.2 1.37 56
178 . . . . . . 16 7.8 1.43 85
179 . . . . . . 32 7.9 1.45 142
180 . . . . . . 9 2.2 1.45 227
181 . . . . . . 7 0.7 1.40 94
182 . . . . . . 12 5.7 1.42 95
183 . . . . . . 11 2.7 1.41 65
197 . . . . . . 15 4.0 1.49 115
205 . . . . . . 5 1.3 1.51 93
207 . . . . . . 29 7.4 1.47 135
208 . . . . . . 46 8.3 1.43 161
211 . . . . . . 41 7.2 1.49 109
212 . . . . . . 23 4.8 1.46 119
214 . . . . . . 4 0.5 1.41 85
221 . . . . . . 31 7.1 1.40 75
223 . . . . . . 74 9.5 1.40 89
224 . . . . . . 19 5.0 1.45 157
226 . . . . . . 34 5.3 1.44 94
231 . . . . . . 9 7.5 1.50 151
237 . . . . . . 23 5.4 1.51 140
239 . . . . . . 27 8.2 1.50 119
244 . . . . . . 21 4.9 1.48 118
257 . . . . . . 47 10.3 1.46 87
258 . . . . . . 6 6.2 1.44 134
260 . . . . . . 25 5.1 1.59 125
261 . . . . . . 36 9.3 1.47 71
269 . . . . . . 40 6.8 1.50 128
270 . . . . . . 43 5.2 1.34 126
271 . . . . . . 16 3.1 1.29 147
284 . . . . . . 13 7.5 1.38 94
285 . . . . . . 13 8.0 1.50 153
286 . . . . . . 13 5.8 1.38 192
289 . . . . . . 23 8.3 1.42 79
292 . . . . . . 28 7.9 1.42 80
293 . . . . . . 32 10.1 1.48 63
294 . . . . . . 5 3.5 1.52 92
297 . . . . . . 17 5.5 1.35 84
298 . . . . . . 19 5.0 1.47 100

NOTE.ÈCol. (1) : UT Day number corresponding to a night of
observations. Col. (2) : Number of usable scans for that night. Col. (3) :
Time spanned by the scans on that night. Col. (4) : Mean spectral slope
(b) of the scans on that night. Col. (5) Mean coherence time for(T0,2)
the scans on that night.

Linfield+01:Palomar 
testbed interferometer

� 1� 2/�

5/3 -0.2

1.45 -0.4

1.35 -0.5

Similar sub-Kolmogorov slopes found by Bester+92, 
Buscher+95, Colavita&Lane 2001, Short+03

FWHM / �1�2/�

� , the turbulence power spectrum 
index, predicted to be 5/3
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phoSim-3.3.2 FWHM measurements

expected 𝝀-1/5 relation

r i

Additional sources of chromatic PSF size changes

atmos+optics+sensor

atmos only
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Corrections

• similar to a photometric redshift

• however, no catastrophic outliers!

Can de-bias PSF measurements if SEDs are known

Use photometry to constrain SED
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LSST requirement

LSST requirement

27

Correct second moment shift using color cf. Plazas & Bernstein 2012
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Correct chromatic biases using machine learning

• Can better constrain SED using all 6 LSST photometry points.

• Train support vector regression algorithm on LSST colors + i-band.

LSST requirement

DES requirement
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Correct chromatic biases using machine learning

• Can better constrain SED using all 6 LSST photometry points.

• Train support vector regression algorithm on LSST colors + i-band.
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DES requirement
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Correct chromatic biases using machine learning

• LSST photometry works really well at constraining Euclid chromatic biases 

• LSST sky overlaps proposed Euclid sky by ~5000 square degrees
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Correct chromatic biases using machine learning

• LSST photometry works really well at constraining Euclid chromatic biases 

• LSST sky overlaps proposed Euclid sky by ~5000 square degrees
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bulge

disk

bulge

disk

• Let’s pretend we know the composite bulge+disk SED 
perfectly.  Then two effects are present:

• bulge and disk separate spatially 

• would like to deconvolve bulge with bulge-PSF, and 
similarly the disk, but only have access to the composite 
bulge+disk PSF

position position

flu
x

flu
x

Galaxies with color gradients
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bulge flux = disk flux, zenith=30

Rc = fbRb + fdRd

V
grad

= V
nograd

+ fb(Rb �Rc)
2

+ fd(Rd �Rc)
2

LSST requirement

Bulge+Disk separation: parallel axis theorem
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bulge flux = disk flux, zenith=30

Rc = fbRb + fdRd

V
grad

= V
nograd

+ fb(Rb �Rc)
2

+ fd(Rd �Rc)
2

LSST requirement

Bulge+Disk separation: parallel axis theorem

LSST requirement
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distributed in !, hence we need only verify that equation (7) holds
when averaged over an ensemble of galaxies with fixed unlensed
jej but random orientations:

e0þ
! "

¼ heþiþ 1# e2þ
! "

"þ ¼ 1# e2=2
# $

"þ; ð8aÞ

e0;
! "

¼ heþiþ heþe;i"þ ¼ 0: ð8bÞ

Here the brackets refer to averaging over the prelensing orienta-
tion !. The second-order term in "þ vanishes, so these equations
are valid toO("3). We refer to this as the ‘‘ring test’’ (Fig. 1), since
we construct an ensemble of test galaxies that form a ring in the
e plane, then shear them, measure their shapes, and take the mean.
We also note that as a special case, we should obtain he0i ¼ 0
when there is no applied shear. When there is no PSF or the PSF
is symmetric under 90& rotation, then this result holds for any
measurement scheme that is symmetric under inversion or ex-
change of the x- and y-axes of images. But for an asymmetric PSF,
this is a stringent test of the ability of the shape measurement
technique to remove the effects of the PSF from the galaxy shapes.

2.2. Fitting to Basis Functions

The circularity test described in BJ02 involves decomposing
the preconvolution surface brightness distribution of the galaxy,
I(a), into the Gauss-Laguerre (GL) set of orthonormal basis func-
tions in the plane. We consider a general set of two-dimensional
functions f i(a)g that are complete (although not necessarily
orthogonal) over the plane. Any set of complete functions can be
transformed to a new complete set f E

i g via

 E
i (a) '  i E

#1a
# $

: ð9Þ

Here E is any remapping of the sky plane that compounds a
displacement x0, a shear h, and a dilation #. We refer to E as the
‘‘basis ellipse’’ of the function set: if the unit circle is an iso-

phote of  i, then fx0;#;hg describe the center, size, and shape
of an ellipse that traces the same isophote for  E

i . We also use E
to refer to this set of five parameters that defines an ellipse; it
will be clear from the context whether we are referring to the
parameter vector or the coordinate transform. For any E we
must have

I(a) ¼
X

i

bi 
E
i (a) ¼ b = yE(a) ð10Þ

for (at least) one vector b of coefficients. For the function set to
be complete, the vectors must be infinite-dimensional, but a real
measurement will model I with a finite subset of the basis
functions. The model must be fit to the observed image plane,
which we denote with coordinate x.

The action of the atmosphere, optics, and detector will operate
on I(a) to produce an observed surface brightness distribution
Io(x) on the detector plane. This observation operator C likely
includes convolution by the PSF and perhaps some distortion by
the optics. We assume that this operation is known and that it
is linear over the surface brightness, so that C(aI1 þ bI2) ¼
aC(I1)þ bC(I2), where a and b are any two scalars. In this case,
equation (10) must also imply that

Io(x) ¼
X

i

bi$
E
i (x); ð11Þ

$Ei (x) ' C  E
i (a)

% &
: ð12Þ

The observed-plane brightness is sampled at the centers of
the pixels xp yielding measurements Ip with uncertainties %p,
assumed hereafter to be Gaussian. The model that maximizes
the likelihood of the decompositions of equations (10) and (11),
given the data, is that which minimizes

&2 ¼
X

p2pixels

Ip #
P

i bi$
E
i (xp)

% &2

%2
p

: ð13Þ

We call this a ‘‘forward fit’’ to the galaxy image, because we are
positing a distribution b = yE(a) of flux on the sky and then
propagating it to the detector plane, where we compare the
model to the observations. Our task is to find theE for which the
&2-minimizing vector b satisfies the circularity constraints.8

For fixed E, the &2 minimization is a linear least-squares
problem over b with the usual analytic solution:

b¼a#1 = b; ð14Þ

!i '
X

p

Ip$
E
i (xp)=%

2
p ; ð15Þ

'ij '
X

p

$E
i (xp)$

E
j (xp)=%

2
p : ð16Þ

If the  i terms are orthogonal and the noise is stationary and
white and the sampling approaches the continuum limit and the
PSF approaches a delta function, then a is diagonal (modulo
some complex conjugation operations) and the solution is very

Fig. 1.—Ring test. In the ring test, objects that have ellipticity magnitude
e ¼ e2þ þ e2;

# $
1/2 are distributed evenly in ! on a ring in the ellipticity plane

(solid circle). In the absence of shear ", the average of the measured shapes
should be zero. In the presence of small shear "þ, the distribution of objects in
the ellipticity plane is displaced such that they are no longer arranged with their
center on the origin. The average of all the shapes on the displaced ring should
behave as eq. (8), to first order in "þ. [See the electronic edition of the Journal
for a color version of this figure.]

8 Note that this condition is subtly different from that imposed by Kuijken
(2006); his ellipticity is that which minimizes &2 if b is always constrained to be
circular. We do not yet understand the significance, if any, of this distinction.

SHEAR RECOVERY ACCURACY WITH GAUSS-LAGUERRE 1765No. 4, 2007

• Simulate ring of galaxy observations 
using “true” PSF, all sheared same 
amount

• Measure ellipticities of sheared 
galaxies using (incorrect) inferred PSF 

• Shear estimate is average of 
reconstructed ellipticities.  Ring 
ensures that average pre-shear 
ellipticity is 0.

• Repeat for multiple shears and 
measure calibration parameters: 

�̂ = �t(1 +m) + c

When analytic approaches are unavailable (e.g. color gradients)

Nakajima & Bernstein 2007

Simulate and use a ring test!
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PB12

33

Ring test results for Sersic gals and DCR

E gal, G5v star
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Gaussian n=0.5

34

Residuals grow 
with increasing 

Sersic index

Model fitting bias

Bias comes from 
improper modeling 
of PSF, not galaxy

gal

star
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Exponential n=1.0
Model fitting bias

Residuals grow 
with increasing 

Sersic index

Bias comes from 
improper modeling 
of PSF, not galaxy

gal

star
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Model fitting bias
de Vaucouleurs n=4.0

Residuals grow 
with increasing 

Sersic index

Bias comes from 
improper modeling 
of PSF, not galaxy

gal

star
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• Implement chromatic seeing and DCR 
with GalSim

• Similar to Voigt+12 study for Euclid

• Fiducial parameters (from Simard
+2002 catalog):

• second-moment radius = 0.27”

• re,B / re,D = 1.1

• nB = 4, nD = 1

• z = 0.9

• disk spec = Sbc, bulge spec = E

• B/T = 0.25

• |eg| = 0.2

• sufficient catalog?

• what about realistic galaxies?

bulge Sersic index bulge/total flux

galaxy ellipticity center wrt pixel

LSST requirement LSST requirement

LSST requirement LSST requirement

Preliminary: toy model not sensitive to color gradients?
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Final thoughts

Orders of magnitude for LSST chromaticity

What next?

• Chromatic effects in optics and sensors

• Measure effects in real data (stellar FWHM vs color?)

• Galaxy color gradients (especially a realistic catalog)

DCR (r-band) DCR (i-band) seeing

m ~10-2.5 ~10-3 ~10-1.5

c ~10-3 ~10-3.5 ~0

DCR depends on zenith angle and filter, chromatic seeing does not


