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sPHENIX[1] is a proposal for a major upgrade to the PHENIX experiment at RHIC capable
of measuring jets, photons, and Upsilon states to determine the temperature dependence
of transport coefficients of the quark-gluon plasma. The detector needed to make these
measurements requires electromagnetic and hadronic calorimetry for measurements of
jets, a high resolution and low mass tracking system for reconstruction of the Upsilon
states, and a high speed data acquisition system.

This document describes the baseline design for a detector capable of carrying out this
program of measurements built around the BaBar solenoid. As much as possible, the
mechanical, electrical, and electronic infrastructure developed for the PHENIX experiment
from 1992-2016 is reused for sSPHENIX. The major new systems are the superconducting
magnet, a high precision tracking system, and electromagnetic and hadronic calorimeters.

The central tracking system consists of a small Time Projection Chamber (TPC) with three
layers of Monolithic Active Pixel Sensors (MAPS) vertex detectors, and two layers of
silicon strip detectors within the inner radius.

The electromagnetic calorimeter is a compact tungsten-scintillating fiber design located
inside the solenoid. The outer hadronic calorimeter consists of steel in which scintillator
tiles with light collected by wavelength shifting fibers are sandwiched between tapered
absorber plates that project nearly radially from the interaction point. The calorimeters
use a common set of silicon photomultiplier photodetectors and amplifier and digitizer
electronics.

The baseline detector consists of the compact TPC and its readout electronics, an electro-
magnetic calorimeter with acceptance || < 0.85, an outer hadronic calorimeter which
doubles as the flux return of the solenoid, readout electronics for the calorimeters, and
data acquisition and trigger hardware. In addition to the baseline detector proposed here,
several complementary projects have been pursued with alternative funding sources for
the superconducting magnet and support structure, the remaining 25% of the electromag-
netic calorimeter acceptance, an inner hadronic calorimeter, and two inner silicon detectors
which both make the tracking more robust and enable a heavy flavor physics program.

The detector design has been evaluated by means of GEANT4 simulation and a program
of bench and beam tests of prototype detectors. This program of simulation, prototyping,
and testing of components has been used to converge on the baseline design described
herein.
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. Detector Overview



Detector Overview

The sPHENIX detector is a cylindrical detector covering || < 1.1 and the full azimuth. It
is designed to use the former BaBar superconducting solenoid to contain an inner tracking
system out to 80 cm in radius followed by an electromagnetic calorimeter and the first
of two longitudinal segments of a hadronic calorimeter, which is not instrumented in the
project baseline. The second longitudinal segment of the hadronic calorimeter, which is
instrumented to || < 1.1, also serves as the magnet flux return, surrounding the magnet
cryostat.
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Figure 1.1: View of the sSPHENIX detector with its component subdetectors.
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Detector Overview

sPHENIX has been designed to collect a large sample of events in Au+Au and p+p col-
lisions at RHIC to measure jets, jet correlations, and Upsilon production and decay, and
satisfy a set of performance requirements that are needed to carry out the physics pro-
gram. The sPHENIX physics program rests on several key measurements, particularly
measurements of jets with calorimetry and tracking which can cleanly separate the Upsilon
states; the requirements that drive any particular aspect of the detector performance come
from a broad range of considerations related to those measurements. A comprehensive
assessment of the physics requirements has led to the development of the reference design
shown in Figure 1.1.

The primary components of the SPHENIX reference design are as follows.

Magnetic Solenoid Built for the BaBar experiment at SLAC, the magnet became available
after the termination of the BaBar program. The cryostat has an inner radius of
140 cm and is 33 cm thick, and can produce a central field of 1.4 T.

Tracking system The tracking system consist of three components:

Time Projection Chamber A TPC with an outer radius of about 80 cm measures
space points of charged tracks, which provides momentum resolution that can
separate the Upsilon states in decays to ete™.

Intermediate Tracking The Intermediate Tracker is a silicon strip detector consisting
of two layers which can measure space points on charged tracks inside the inner
radius of the TPC for robust tracking even in a high multiplicity heavy ion
collision with time resolution that can separate pileup in the TPC. This detector is
based on commercial silicon sensors read out with the FPHX ASIC developed for
the PHENIX FVTX detector and is a RIKEN and RIKEN-Brookhaven Research
Center contribution to the sSPHENIX experiment.

MAPS Vertex Detector A Monolithic Active Pixel (MAPS) vertex detector in close
proximity to the beam pipe is to provide high precision vertex measurements to
determine displaced vertices from decays of particles containing b and c quarks,
and provide additional precisely measured space points for charged particle
tracking. This detector is proposed and developed as a separate upgrade to the
sPHENIX proposal, based on duplicating as much as possible the ALICE Inner
Tracking System (ITS) detector.

Electromagnetic Calorimeter Tungsten-scintillating fiber sampling calorimeter inside the
magnet bore read out with silicon photo-multipliers. The calorimeter has a small
Moliere radius and short radiation length, allowing for a compact design.

Inner Hadronic Calorimeter Sampling calorimeter of non-magnetic metal and scintillator
located inside the magnet bore, which is not part of the DOE funded proposal, but
which could be instrumented at a later time with non-DOE funding.
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Detector Overview

Outer Hadronic Calorimeter Sampling calorimeter of magnet steel and scintillator lo-
cated outside the cryostat, which doubles as the flux return for the solenoid.

In the following list we provide a high-level mapping between physics aims and various
detector requirements. The justification for these requirements is then discussed in more
detail in subsequent sections.

Upsilons

The key to the physics is high statistics p+p, p+A, and A+ A data sets, with

mass resolution and signal-to-background sufficient to separate the three states of
the Y family.

large geometric acceptance (A¢ = 27t and || < 1.1)

high rate data acquisition (15 kHz)

trigger for electrons from Y — ete™ (> 90% efficiency) in p+p and p+A
track reconstruction efficiency > 90% and purity > 90% for pr > 3 GeV/c
less than 125 MeV /c? mass resolution on Upsilon states.

electron identification with efficiency > 70% and charged pion rejection of 90:1
or better in central Au+-Au at pr = 4 GeV/c.

Jets The key to the physics is to cover jet energies of 20-70 GeV, for all centralities, for a
range of jet sizes, with high statistics and performance insensitive to the details of jet
fragmentation.

energy resolution < 120%/ y/Ejet in p+p for R = 0.2-0.4 jets
energy resolution < 150%/ ,/Ejet in central Au+Au for R = 0.2 jets
energy scale uncertainty < 3% for inclusive jets

energy resolution, including effect of underlying event, such that scale of un-
folding on raw yields is less than a factor of three

measure jets down to R = 0.2 (segmentation no coarser than Ay x A¢ ~
0.1 x0.1)

underlying event influence determined event-by-event (large coverage
HCal/EMCal) (ATLAS method)

energy measurement insensitive to softness of fragmentation (quarks or gluons)
— HCal + EMCal

jet trigger capability in p+p and p+A without jet bias (HCal and EMCal)
rejection (> 95%) of high pr charged track backgrounds (HCal)

Dijets The key to the physics is large acceptance in conjunction with the general require-
ments for jets as above
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Detector Overview Acceptance

e > 80% containment of opposing jet axis
e > 70% full containment for R = 0.2 dijets

e Ryp4 and A measured with < 10% systematic uncertainty (also key in p+A,
onset of effects)

Fragmentation functions The key to the physics is unbiased measurement of jet energy

e excellent tracking resolution out to > 40 GeV/c (dp/p < 0.2% x p/GeV)

¢ independent measurement of p and E (z = p/E)

Heavy quark jets The key to the physics is tagging identified jets containing a displaced
secondary vertex

e precision DCA (< 100 microns) for electron pr > 4 GeV/c
e electron identification for high pr > 4 GeV/c

Direct photon The key to the physics is identifying photons

e EMCal segmentation Ay x A¢ ~ 0.024 x 0.024
e EMCal resolution for photon ID < 8% at 15 GeV

e EMCal cluster trigger capability in p+p and p+A with large background rejec-
tion for E, > 10 GeV

High statistics Ability to sample high statistics for p+p, p+A, A+A at all centralities —
requires high rate, high throughput DAQ (15 kHz).

In the following sections, we detail the origin of key requirements.

1.1 Acceptance

The large acceptance and high rate of sSPHENIX are key enablers of the sSPHENIX physics
program. The total acceptance of the detector is determined by the requirement of high
statistics jet measurements and the need to fully contain both single jets and dijets. To fully
contain hadronic showers in the detector requires both large solid angle coverage and a
calorimeter deep enough to fully absorb the energy of hadrons up to 70 GeV.

The PYTHIA event generator has been used to generate a sample of p+p at 200 GeV events
which can be used to demonstrate the pseudorapidity distribution of jets. The left panel
in Figure 1.2 shows the pseudorapidity distribution of jets with Et above 20, 30, and
40 GeV. The right panel in Figure 1.2 shows the fraction of events where a trigger jet with
Et greater than a given value within a pseudorapidity range has an away side jet with

5
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Figure 1.2: (Left) Pseudorapidity distribution of PYTHIA jets reconstructed with the FASTJET
anti-kt and R=0.2 for different transverse energy selections. (Right) The fraction of PYTHIA
events where the leading jet is accepted into a given pseudorapidity range where the opposite
side jet is also within the acceptance. Note that the current PHENIX acceptance of || < 0.35
corresponds to a fraction below 30%.

Et > 5 GeV accepted within the same coverage. In order to efficiently capture the away
side jet, the detector should cover || < 1, and in order to fully contain hadronic showers
within this fiducial volume, the calorimetry should cover slightly more than that. Given
the segmentation to be discussed below, the calorimeters are required to cover || < 1.1.

It should be noted that reduced acceptance for the away-side jet relative to the trigger
suffers not only fromoo a reduction in statistics for the dijet asymmetry and <y-jet measure-
ments but also results in a higher contribution of low energy fake jets (upward fluctuations
in the background) in those events where the away side jet is out of the acceptance. For
the latter effect, the key is that both jet axes are contained within the acceptance, and then
events can be rejected where the jets are at the edge of the detector and might have partial
energy capture.

1.2 Segmentation

Jets are reconstructed from the four-vectors of the particles or measured energies in the
event via different algorithms, and with a typical size R = \/A¢? + An?. In order to recon-
struct jets down to radius parameters of R = 0.2 a segmentation in the hadronic calorimeter
of Ay x A¢ = 0.1 x 0.1 is required. The electromagnetic calorimeter segmentation should
be finer as driven by the measurement of direct photons for -jet correlation observables.
The compact electromagnetic calorimeter design being considered for sSPHENIX has a

6
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Detector Overview Energy Resolution

Moliere radius of ~ 15 mm, and with a calorimeter at a radius of about 100 cm, this leads
to an optimal segmentation of Ay x A¢ = 0.024 x 0.024 in the electromagnetic section.

1.3 Energy Resolution

The requirements on the jet energy resolution are driven by considerations of the ability
to reconstruct the inclusive jet spectra and dijet asymmetries and the fluctuations on the
fake jet background. The total jet energy resolution is typically driven by the hadronic
calorimeter resolution and many other effects including the bending of charged particles
in the magnetic field out of the jet radius. Expectations of jet resolutions approximately 1.2
times worse than the hadronic calorimeter resolution alone are typical.

In a central Au+Au event, the average energy within a jet cone of radius R = 0.2 (R = 0.4)
is approximately 10 GeV (40 GeV) resulting in an typical RMS fluctuation of 3.5 GeV
(7 GeV). This sets the scale for the required reconstructed jet energy resolution, as a much
better resolution would be dominated by the underlying event fluctuations regardless. A
measurement of the jet energy for E = 20 GeV with o = 120% x E = 5.4 GeV gives a
comparable contribution to the underlying event fluctuation. A full study of the jet energy
resolution with a GEANT4 simulation of the detector configuration has been performed
and is presented in the Physics Performance chapter of the sSPHENIX Proposal [1].

Different considerations set the scale of the energy resolution requirement for the EMCal.
The jet physics requirement is easily met by many EMCal designs. For the direct y-jet
physics, the photon energies being considered are E, > 10 GeV where even a modest
og/E = 12%/ VE represents only a blurring of 400 MeV. In Au+Au central events, the
typical energy in a 3 x 3 tower array is also approximately 400 MeV. These values represent
a negligible performance degradation for these rather clean photon showers even in central
Au+Au events.

Most of these physics measurements require complete coverage over a large range of
rapidity and azimuthal angle (A < 1.1 and A¢ = 27r) with good uniformity and minimal
dead area. The calorimeter should be projective (at least approximately) in 7. For a
compact detector design there is a trade-off in terms of thickness of the calorimeter and
Moliere radius versus the sampling fraction and, therefore, the energy resolution of the
device.

1.4 Tracking

The requirements on tracking capabilities are tied to three particular elements of the
sPHENIX physics program. The measurement of the upsilon family of quarkonia states,
heavy flavor tagged jets, and fragmentation functions at high and at low z, together set the

7
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Triggering Detector Overview

performance specification for the sSPHENIX Tracker.

To fully utilize the available luminosity, the tracking systems should have large, uniform
acceptance and be capable of fast readout. Measuring fragmentation functions at low z
means looking for possibly wide angle correlations between a trigger jet and a charged
hadron. This places only moderate requirements on the momentum resolution (Ap/p ~
1% - p), but reinforces the requirement of large acceptance.

Fragmentation functions at high z place more stringent requirements on momentum
resolution and can be a design constraint at momenta well above 10 GeV/c. In order to
unfold the full fragmentation function, f(z), the smearing due to momentum uncertainty
should be very small compared to the corresponding smearing due to the calorimetric jet
measurement for a cleanly identified jet. For a 40 GeV jet this condition is satisfied by a
tracking momentum resolution of Ap/p ~ 0.2% - p or better.

The measurement of the Y family places the most stringent requirement on momentum
resolution below 10 GeV/c. The large mass of the upsilon means that one can focus
primarily on electrons with momenta of ~ 4 — 10 GeV/c. The Y(3S) has about 3% higher
mass than the Y(25) state; to distinguish them clearly one needs invariant mass resolution
of ~ 1% or ~100 MeV. This translates into a momentum resolution for the daughter e* of
~ 1.2% in the range 4 — 10 GeV /c.

The Y measurement also generates requirements on the purity and efficiency of electron
identification. The identification needs to be efficient because of the low cross section
for Y production at RHIC, and it needs to have high purity against the charged pion
background to maintain a good signal to background ratio. Generally speaking, this
requires minimizing track ambiguities by optimizing the number of tracking layers, their
spacing, and the segmentation of the strip layers. Translating this need into a detector
requirement can be done only by performing detailed simulations with a specific tracking
configuration, followed by evaluation of the tracking performance.

Tagging heavy-flavor jets introduces the additional tracking requirement of being able
to measure the displaced vertex of a D or B meson decay. The ¢t for D and B decays is
123 ym and 457 um, respectively, and the displaced vertex needs to be identified with a
resolution sufficient to distinguish these decays against backgrounds.

1.5 Triggering

The jet energy should be available at the Level-1 trigger as a standard part of the PHENIX
dead-timeless Data Acquisition and Trigger system. This triggering ability is important
as one requires high statistics measurements in proton-proton, proton-nucleus, light
nucleus-light nucleus, and heavy nucleus-heavy nucleus collisions with a wide range of
luminosities. It is important to have combined EMCal and HCal information available so
as to avoid a specific bias on the triggered jet sample.



-~ Ghapter 2

« TPC



281

282

283

284

285

286

287

288

289

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

Physics requirements TPC

2.1 Physics requirements

Four elements of the sSPHENIX physics program drive the performance parameters of
sPHENIX tracking. Three of these, the measurement of the Upsilon family of quarkonia
states, fragmentation functions at high and at low z, and heavy flavor tagged jets together
set the momentum resolution spec for the tracker . The fourth element, the tagging of
heavy-flavor jets, requires that the inner tracking system has the ability to measure the
displaced vertex of a D or B meson decay. In addition, to fully utilize the available RHIC
luminosity the tracking systems should have large, uniform acceptance and be capable of
fast readout.

The measurement of the Y family places the most stringent requirement on momentum
resolution at lower momentum. The large mass of the Upsilon means that one can primarily
focus on electrons with momenta of ~ 4 — 8 GeV/c. The Y(3S) has about 3% higher mass
than the Y(2S) state and to distinguish them clearly one needs invariant mass resolution
of ~125 MeV, or ~ 1.25%. This translates into a momentum resolution for the daughter et
of ~ 1.2% in the range 4 — 8 GeV /c.

The Y measurement also generates requirements on the purity and efficiency of electron
identification. The identification needs to be efficient because of the low cross section
for Y production at RHIC, and it needs to have high purity against the charged hadron
background to maintain a good signal to background ratio. This requires minimizing
track ambiguities. For a continuous tracking device such as a TPC one must optimize
the two-track separation through the appropriate choice of granularity of the readout
plane, and control of space charge and pile-up effects. Translating this need into a detector
requirement can be done only by performing detailed simulations with a specific tracking
configuration, followed by evaluation of the tracking performance.

Fragmentation functions at high z also place stringent requirements on momentum res-
olution and at larger momentum than the Y reconstructions. In order to unfold the full
fragmentation function, f(z), the smearing due to momentum uncertainty should be very
small compared to the corresponding smearing due to the calorimetric jet measurement for
a cleanly identified jet. For a 40 GeV jet this condition is satisfied by a tracking momentum
resolution of Ap/p ~ 0.2% - p or better.

Measuring fragmentation functions at low z requires looking for possibly wide angle
correlations between a trigger jet and a charged hadron. This places only moderate
requirements on the momentum resolution (Ap/p =~ 1% - p), but reinforces the requirement
of large acceptance.

Tagging heavy-flavor jets introduces the additional tracking requirements. At minimum
this demands the ability to measure the displaced track originating from a D or B meson
decay. The ct for D and B decays is 123 ym and 457 um, respectively, and the displaced
track would need to be identified with a resolution sufficient to distinguish these decays
against backgrounds. Furthermore, heavy-flavor jet identification algorithms such as

10
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TPC General Remarks about Tracking

DCA-counting methods require multiple large DCA tracks to be found simultaneously
within a jet and will require a large single track efficiency to keep the overall identification
suitably efficient. Other heavy flavor jet identification methods such as those based on
tully reconstructing individual secondary vertices can place additional demands on the
individual track position resolution and impact the inner pixel segmentation.

2.2 General Remarks about Tracking

2.2.1 Magnetic Field

The field produced by the Babar magnet is shown in Figure 2.1. The sSPHENIX application
of this coil is rather close to the original BaBar design with an EMCAL inside the coil and
tracking extending to ~78 cm. A standard solenoid with length equal to diameter has
significant radial magnetic field components at each end and thereby does not produce an
idealized field shape. A return yoke with a small opening (e.g. STAR) will compensate for
this shortcoming while severely limiting possibilities for upgrades in the forward direction.
The BaBar magnet attacks this classic problem by using an increased winding density
at each end, thereby sacrificing uniformity of the field at large radius, for an extended
“sweet spot” of field in the middle. Thus the region in which sPHENIX plans to install
tracking features a close-to-ideal magnetic field shape. It should further be noted that the
calculations of Figure 2.1 are done with a return yoke that allows for future upgrades in
the forward direction.

2.3 TPC Design Overview

The TPC design follows the classical cylindrical double-sided TPC layout used in sev-
eral other experiments, with a central membrane electrode located at the middle of the
interaction region dividing the TPC into two mirror-symmetric volumes, as shown in
fig. 2.2.

In each such volume the readout plane is located on the endcap inner surface, facing the
gas volume. The electric field, transporting primary ionization to the readout plane is
formed by the membrane electrode set to the highest voltage bias on one side and by the
the readout plane at ground potential on the other. The electrical drift field is constrained
by the field cage along the inner and the outer cylindrical surfaces of the TPC.

The two mirror-symmetric parts of the TPC form a common gas volume filled with the gas
mixture, which transports primary ionization to the readout plane on each TPC endcap
surface. The same gas that transports primary ionization also serves as the medium for the
amplification elements located in front of the readout planes. These amplification elements
are built based on several layers of micropattern gaseous detectors.

11



TPC Design Overview TPC

Magnetic field strength and vector in SPHENIX inner detector region Field Strenzgtsh m
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180

160
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Figure 2.1: The BaBar magnet field superimposed with the dimensions of the tracker volume.
This calculation includes the effect of the field return as envisioned for future upgrades
(forward arm spectrometer). The dashed line indicates the inner radius of the TPC tracking
volume.

R=800

R=300

Inner [
field cage |

Outer
field cage

Figure 2.2: Schematic layout of TPC main elements.

s« Other TPC subsystems directly related to the main volume are the channel readout system;
s high voltage distribution systems for the drift field and for the amplification elements;
s gas circulation, control and purification system; TPC calibration systems. Operation and

12



357

358

359

360

361

362

363

364

365

366

367

368

369

370

371

372

373

374

375

376

377

378

379

380

381

382

383

384

TPC TPC Design Details

Size | end/TPC | sector/end | cards/sector | channels/card | channels/TPC
R1 2 12 6 256 36864
R2 2 12 8 256 49152
R3 2 12 12 256 73728
TOTAL 159744

Table 2.1: Table summarizing TPC module and channel counts.

readout of different service subsystems requires a TPC slow control system.

Each end of the TPC will be divided into 12 azimuthal segments and three radial segments.
This size of GEM chamber is well established in multiple experiments and should lead to
stable and reliable operation. Charge from individual pads will be collected by SAMPA
chips (developed by ALICE) on the so-called FEE cards. Each FEE will house 8 SAMPA
chips and thereby 256 channels. The R1, R2, and R3 modules support 6, 8, and 12 FEE cards
respectively. Thus, the total number of channels for the TPC is 159,744. These channel
counts are summarized in Table 2.1. Data flowing from each TPC sector (26 cards) will be
collected into a Data Aggregation Module (DAM) wherein clustering algorithms will be
performed prior to the data entering the main sSPHENIX DAQ stream.

2.4 TPC Design Details

2.4.1 Design Drivers

The TPC system must supply sSPHENIX with excellent pattern recognition and excellent
momentum resolution in order to meet all the physics goals. As detailed below, this is
a challenging task, but not insurmountably so. Figure 2.3 shows in 3D model form the
location of the TPC. Because the TPC is sandwiched between the EMCAL on the outside
radius and the silicon detectors on the inside, the radial extent of the TPC is limited to
20 cm — 78 cm.

The radial extent along with the polar angle direction (y < £1.1 units) defines the TPC
envelope as indicated in Figure 2.4, compliant with the SPHENIX envelope control specifi-
cations. As compared to prior TPC detectors used in heavy ion physics (STAR, ALICE) the
sPHENIX will be rather small and is thereby referred to as a “compact” TPC. While aspects
of being compact simplify the detector construction (e.g. not requiring a scaffold to reach
the detector top), others present challenges. In particular, a short gas length adversely
affects the ﬁ—f resolution and yields a small lever arm for momentum measurements.

Figures 8.3, 8.4 and 8.5 show simulations of the performance of the TPC and indicate that,
as simulated, we meet or exceed all specifications. This performance is despite the short

13



TPC Design Details TPC

Figure 2.3: Schematic layout of the sSPHENIX experiment. The TPC is presented as the central
blue cylinder.

w5 lever arm, but requires that the end-of-day resolution of the TPC should be better than
ses 200 pum in the r — ¢ direction. While not significantly beyond the bounds of what has been
%7 previously achieved, we must maintain this performance in the face of high collision rates
s and possibly high space charge effects.

w0 2.4.2 Limiting Space Charge Effects

w0 Figure 2.5 summarizes the geometrical overview of the TPC. Tracking is accomplished by
w1 digitizing the after-avalanche electron clouds that impinge upon the amplification stage
w2 after having drifted away from the central membrane. Because of the enormous positive
w: charge left in the gas volume following avalanche (here expected to be 2000X the primary

0« charge), any TPC design must specifically deal with the positive ions to eliminate or at

©
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Figure 2.4: The outer limit of the TPC radial space (20 cm to 78 cm)is bounded by the INTT
and EMCAL detectors and allows for an as-yet-unspecified future 10 cm PID upgrade device.
The length is defined by the 7 < 1.1 sSPHENIX aperture.

least minimize their impact on the TPC drift field. Traditionally this issues is handled by a
so-called ”gating grid” whose bias can be set to either allow the flow of electrons (and ions)
or deny this flow. A traditional TPC therefore operates by opening the gating grid upon
receipt of a trigger, holding it open for a time sufficient to collect electrons with the largest
drift time (i.e. those originating near the central membrane), and then closing it for a time
period sufficient to block all avalanche-induced positive ions from entering the main TPC
gas volume. Because of the ”off-time” for responding to positive ions, traditional TPC’s
are considered somewhat slow devices.

A new concept in limiting Ion Back Flow (IBF, or avalanched-induced positive ions) has
been pioneered by the ALICE collaboration and is expected to be brought online by them
prior to first data-taking with sPHENIX. With the advent of MPGD (Micro-Pattern Gas
Detector) technology a breakthrough is possible in IBF handling. As indicated in Figure 2.6,
the avalanche stage of a gas detector can be made using a stack of Gas-Electron Multiplier
(GEM) foils. Each foil contributes a small fraction of the total gain, which is achieved only
when avalanching through the full stack. However, through clever manipulation of the
electric fields between GEM foils (“transfer” fields) one can generate a condition whereby
only a very small fraction of the positive ions are able to drift back into the main detector
volume. In this way, the detector can be kept fully live at all times.
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Figure 2.5: Ionization drifts away from the central membrane of the TPC and impinges
upon the avalanche chambers located at each end. The end plates are segmented into 12
azimuthal and 3 radial segments, making a total of 72 modules in total. Each module is a
quad-GEMstack operated in a low IBF configuration.
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Figure 2.6: This figure shows the final design of the ALICE avalanche modules using a quad-
GEMstack. We expect to operate similar chambers or perhaps a hybrid yMEGA arrangement.

Unfortunately, the MPGD-based avalanche scheme is not 100% effective at blocking posi-
tive ions from entering the gas volume. Figure 2.7 illustrates the problem. charge from the
primary ionization (indicated by blue lines) is released into the gas volume. The positive
ions will drift toward the central membrane with some having short paths and others
longer. Conversely, all IBF positive ions begin at the avalanche chambers and therefore
drift through the entire TPC gas volume. Because of the large disparity in drift velocity
between the fast electrons and slow ions, the TPC effectively ”stores” a past time history of
ionization in the form of pancakes of charge that slowly drift toward the central membrane.
Even in the case of upgraded ALICE working optimally, when operating at a gain of 2000
and an IBF fraction of 1%, the IBF positive charge will exceed the primary by a factor of
20X. Thus, all possible precautions and design considerations must be applied to the IBF
issue.

The analytical expression for space charge density in radius and z, developed by STAR,
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Figure 2.7: All ionization produces both signal electrons and positive ions. Primary ionization
sets the lower limit to TPC space charge. However, even small percentage back flows from
the avalanche stage (here represented by the red “pancakes” of drifting charge) contribute
significantly to the overall space charge and will likely be the dominant source.

has the form:

I-M-R |1— m +e
/ 2.1
p(r,2) 2 | 2 @
where 1 — - accounts for primary ionization and e accounts for IBF. Figure 2.8 shows the

relative contributions of the two forms of space charge. The left panel shows the result
from only primary ionization. The right panel shows the effect of adding only 1% IBF at a
gain of 2000X. The space charge comes overwhelmingly from the non-absorbed fraction of
avalanche charge. For this reason, we put our initial TPC design efforts into minimizing
IBE. The following sections summarize each of the design steps we have used to combat
and minimize IBF.

2.4.2.1 lon Drift Velocity

In general, the ion drift velocity is given by the expression:
vion = KE (2.2)

where K is the ion mobility and E is the electric field. Although the ion mobility is, in
principle, a function of the applied field, for all practical values of drift field, the ion
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Figure 2.8: The left panel shows the anticipated space charge in the TPC resulting from only
primary charges with a minimum bias collision rate of 100 kKHZ. The right panel shows the
result if one assumes 1% IBF from the avalanche stage operating with a gain of 2000.

mobility is a constant. Therefore, the initial attack on space charge involves maximizing
the ion drift velocity by maximizing both the mobility and electric field strength. Figure 2.9
shows the ion mobility in pure gases as a function of mass. Clearly the fastest gases have
the lowest mass, driving us toward Ne as the principle noble gas component for sSPHENIX.
The right hand plot in the same Figure shows the accuracy by which one can predict ion
drift velocity in gas mixtures using Blanc’s Law:

1L _ A L [
=2l 23
Kt K1 Ky K 23)
Blanc’s law is analogous to the formula for resistors in parallel. We can apply law to
compare ion drift velocities across experiments as shown in the table below:

2

Gas K (v —) wvp (E=130-%) vp (E=4001%)

Ar 1.51 196 604
Ar-CH;90:10  1.56 203(STAR) 624
Ar-CO,90:10 145 189 582

Ne 42 546 1680
Ne-CH, 90:10  3.87 503 1547
Ne-CO,90:10 327 425 1307(ALICE)

He 10.2 1326 4080
He-CH490:10  7.55 981 3019
He-CO,90:10  5.56 722 2222

T2K 1.46 190(ILC) 584

It is clear that the space charge issues in STAR and ALICE are of an entirely different
nature. in STAR, the ion mobility is low enough that the positive argon ions from the
primary charge generate track distortions. In ALICE, both the noble gas choice (Ne instead
of Ar) and the high drift field, dramatically reduce the distortions due to the space charge
from the primary ionization. After upgrade, ALICE will struggle primarily with the ion
back flow from the amplification stage.
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Figure 2.9: The left panel shows the mass dependence of positive ion mobility, clearly
favoring light gases for high mobility and thereby low space charge. The right panel shows
the effectiveness of Blanc’s Law for calculating ion mobility in gas mixtures.

2.4.2.2 GEMstack Operating Point

ALICE has done extensive studies of the characteristics of IBF using a quad GEMstack.
Their results are summarized in Figure 2.10. The vertical axis is an energy resolution
measure based upon > Fe measurements. The 5.6 keV gamma from >®Fe would be expected
to have a fractional width -7 of roughly 8%. However, one sees that in the limits of lowest
ion back flow, the resolution worsens significantly. Understanding this effect is simple. In
the ALICE configuration, any positive ions created by the top GEM will be coupled directly
in to the drift volume. Therefore, lowering the gain in the first GEM is the most effective
way to lower the IBE. However, fractional gain fluctuations are maximized at low gain,
thereby spoiling energy resolution. Despite the many different running configurations
represented in this plot, all fall basically atop the energy resolution vs IBF compromise
curve.

For ALICE this is a critical consideration since their TPC’s main function is the measure-

ment of specific ionization, d—ﬁ. For sPHENIX the case is significantly simpler since our

physics goals do not require a precision Z—ﬁ measurement. We therefore choose to operate

our GEMstacks at the lowest point measured by ALICE, 0.3% IBF.

2.4.2.3 Field Cage Entrance Window

The finger-physics explanation of the effects of space charge in the TPC volume is simple:
Positive ions attract electrons and thereby distort their trajectories toward the “middle”
radius of the TPC. A more careful consideration reminds us that if space were filled with
a uniform charge density, that there would be no net force on the electron. Therefore we
are lead to the simple picture that space charge distortions maximize at both the inner
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Figure 2.10: Results from R&D for the ALICE experiment indicate a “universal” trend.
Configurations with the lowest IBF suffer from poor energy resolution. The principle reason
for this trend is the contribution of the first GEM to the overall gain.

«s and outer field cages where the space charge density has a discontinuity. Indeed, full
s calculations of space charge distortions for sSPHENIX are shown in Figure 2.11. The blue
a7 curve indicates a calculation for a TPC spanning the radial range 30-80 cm. The maximum
s distortion is 2 cm found exactly at the inner radius. Notice, however, the red curve for a
s TPC spanning 20-80 cm. At the lowest radius, the distortion is indeed severe (3 cm, 50%
s0 worse than before), however the distortion of the track at 30 cm is drastically reduced to
w1 only 3 mm!. Thus, by modifying our TPC design from the originally-proposed version
w2 (30-80 cm) to a new version that spans (20-80 cm), can can easily and dramatically reduce

w3 space charge to under 1 cm.

o

s 2.4.2.4 Passive Mesh for IBF Reduction

ws  Although our current proposal for IBF reduction (Ne gas; High E-field; Low IBF Op
s Point; Moved Inner Field Cage), makes our distortions manage-ably small, there is still
w7 significantly more that can be done to reduce IBF. Such a reduction would allow us to, for
ws  example, change the operation point of the GEMstack to regain much of the lost resolution.
s0 To understand the technique we must first gain insight on how IBF reduction in an MPGD
w0 detector works.
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Figure 2.11: Electron paths are primarily influenced by the charge density closest to the
electron. Necessarily, the greatest deflections from the ideal trajectory are found closest to
the field cage. By moving the field cage entrance window from 30 cm to 20 cm, we are able
to drastically reduce the deflection due to IBF to reasonably manageable levels.

‘ . . nEtransfe

' T " S

Figure 2.12: In the limit of zero diffusion, one can easily visualize the mechanism behind
IBF suppression. When the exit field of a GEM significantly exceeds the entrance field, near
100 % electron transmission is achieved while many or most of the ions terminate instead on
the GEM itself.

s Figure 2.12 shows the electric field lines of a GEM under operation in the left panel. Notice
w2 that the density of field lines below the GEM is greater than above, indicating the the
w3 transfer field exceeds the drift field. The right hand panel shows the limit in which we
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ignore diffusion during transport. The violet region indicates the field lines passing from
above the GEM to below. The blue “halo” region surrounds the “core”. Electrons beginning
above the GEM will all be transported through the holes. However, ions beginning below
the GEM will distribute themselves among the core and halo, thereby having only a
fractional transmission.
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Figure 2.13: The so-called “Sauli Point” for a GEM is a spike in electron transmission at very
low dV. sPHENIX has proposed and simulated using either a low AV GEM operating at the
Sauli Point or even a simple mesh to create an electron-transparent but ion-blocking shield.

This effect is quite similar to that which induces the so-called “Sauli Point” (Figure 2.13)
for GEM transparency at low avalanche field. Indeed, this phenomenon has served as the
basis for design of the gating GEM anticipated for use the the ILC TPC. Inspired by that
possibility and further encouraged by a private suggestion that the same might be accom-
plished by a passive mesh (H. Appelshéduser, ALICE), we began a second consideration of
methods to combat IBF without compromising energy resolution.

Figure 2.14 summarizes the approach. The well understood degradation in energy resolu-
tion with decreasing IBF comes from fluctuations at low gain the the first GEM. Indeed,
statistical distributions enforce this tendency, for example Poisson distributions have the
variable equal to the mean. However, an avalanche is different. At the very least the
primary electron in the avalanche will be present at small gain ~1. For this reason, an
avalanche stage with full transparency and no gain introduces no fluctuations. If such a
structure were placed with asymmetric entrance and exist field, it is natural to assume that
the electric fields would dictate high transparency and low IBE.

Full GARFIELD simulations indicate that this configuration should be viable. Many
different mesh geometries have been modeled by sSPHENIX, one of which is summarized

22



5

5

5

6

5

7

5

8

5

9

5

o

0

521

TPC TPC Design Details

Poisson: variance=mean
valanche: 1+Poisson

Operating without gain
Removes fluctuations.

01—

D;IIJ[LIIIJIIIIJJJLI|IJI.I.|IIJI.|.IIIJ!I.IIJJJI.II

1 2 3 4 5 & 7 8 9 10

Gain

Figure 2.14: Electron gain differs from simple statistical calculations (e.g. Poisson) because
even without gain, at the very least the electron that enters the avalanche exits as well.

Therefore the fluctuations (measured as ..7-) vanish in the low gain limit.
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Figure 2.15: Full GARFIELD simulations including magnetic field in the idealized mesh
shape shown here, square holes photographically etched into flat metal.

ww g

in Figures 2.15 and 2.16. Both the electron transmission (forward direction) and the ion
blocking (backward direction) have been measured using GARFIELD in our operating
gas and as a function of magnetic field in the TPC. Clearly, for quite reasonable ratios of
drift and transfer fields, one can achieve nearly 100% electron transmission while blocking
about 80% of the positive ions. This would, in principle allow for much more favorable
operating points with very low IBF and good energy resolution. Future R&D will confirm
these findings.
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Figure 2.16: GARFIELD results indicate that for reasonable ratios of EEi near perfect

entrance

electron transmission can be achieved while blocking 70-80% of the ions produced in the
avalanche stage.

2.4.3 Diffusion and Resolution
The prior section justified our choices for minimization of IBF effects on the TPC:

e Use a low mass gas (Ne) to increase ion drift velocity.

Use a high drift field to increase drift velocity.

Select a GEM operating point for intrinsically low IBE.

Move the inner field cage closer to the interaction point to counteract space charge.

Adjust the field strengths on both sides of the field termination mesh to allow for
passive IBF rejection.

These steps, will surely minimize the IBF distortions or a manageable level. This, our next
consideration must be resolution.

The single point resolution of a gas chamber can be expressed as the quadrature sum of
several terms:

D2L
07 =02+ WTff + 02 (2.4)

Here 0y is the position resolution, 0, is the intrinsic resolution of the pad plane, Dr is the
transverse diffusion constant, L is the drift length, N, Ff s the effective number of electrons,
and oy is the uncertainty due to space charge distortion. The character of the diffusion
constant reflects the random walk process. Clearly the lowest diffusion gas will give us
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the best precision so long as we achieve charge sharing among pads (so as to not ruin the
pad term).

Although the N, ¢ term looks like simple counting statistics, it is somewhat more compli-
cated. Two principle factors reduce the effective number of electrons as compared to the
average number of ionization electrons. The first factor is only relevant when the number
of electrons is very small on average. This one notes that:

e ()

Although significant for numbers of primary electrons below 10, this correction is only
a few % for our case. The second factor is more subtle and more significant. Since each
electron’s avalanche is of different strength, the error on the mean is larger than the error of
a single measurement over v/N. This calculated by Kobayashi for a Polya gain distribution
with parameter 6 as:

1
R=1+-—— (2.6)

The the gases currently under consideration by sSPHENIX this reduction in N, is between
a factor of 1.5 and 2.
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Figure 2.17: Three types of gases are analyzed for longitudinal diffusion (red), transverse
diffusion (blue), and drift velocity (black). The left panel shows the original ALICE gas
(Ar:COy), “Ne2K” (as described in the text), and our current leading choice (Ne:CF; 90:10).

Figure 2.17 shows calculations of diffusion and drift velocity for several gas choices.
The red curve is longitudinal diffusion, the green curve is transverse diffusion, and the
blue curve (different scale) is drift velocity. Table 2.2 summarizes the diffusion-driven
resolution.

Pure resolution considerations obviously favor the Ne : CF; gas mixture over Ne2K,
however, the plateau at our exact drift velocity in Ne2K makes this remain an attractive
choice.
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Gas | Ness | Dr \'77% Oarift | Tarift | ox(chr)
Ne2K | 31.4 | 1202 | 214 um | 56257 | 18 usec | 32nsec

nsec

Ne:CF, 90:10 | 32.1 | 60L2 | 106 um | 80~ | 12.5 usec | 17.5nsec

nsec

Table 2.2: Resolution comparison for Ne2K and Ne:CF; gases.

Ness | 204
Opad | 70 pm

Table 2.3: TPC Measured performance in test beam.

In June 2018, we mounted a test beam campaign to measure the resolution of a small
prototype TPC. Using a single, extra field stripe circuit card sized for the TPC inner field
cage, we were able to construct a 40 cm diameter and 40 cm length TPC. Because the device
(shown in Figure!2.18 is a single-ended TPC, it yielded a drift length of 40 cm, thereby
allowing tests at a significant fraction of the TPC full drift length of 1 meter.

[he TPC resolution depends strongly upon the magnetic field due principally to the
diffusion term. However, upon inspection of the resolution equation
D2L
2 2 T 2
= + + 2.7
UX Upad Neff USC ( )

we notice that the square resolution rises linearly with drift length. We are therefore able
2
to distinguish the 0’5 4 from the ZI\DITTJ[L contributions by measuring the intercept and slope of

the resolution as a function of length. Our results were comparable to our expectations
summarized in Table 2.3.

These results are in good agreement with expectations. N.sr was measured with 9mm
pads (instead of the 12.5 mm assumed in the prior table. Therefore the expectation for N,ff
should be 24 electrons...comparable to the result of ~ 20. They can furthermore be used,
along with the field-on known value of transverse diffusion, to create a measurement-
based estimate for the TPC resolution with field on. Figure 2.19 shows the result. The blue
dots are the measurement and the green dots are the estimate of what would be achieved
with the complete elimination of electronic noise. The average resolution from this plot
(114 pum) is significantly better than either the design requirement or the simulation (which
contains a conservative smearing).

Following this successful test beam campaign, we have selected the Ne : CF; mixture as
the final choice.
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Figure 2.18: A photo of the TPC prototype taken to test beam in June 2018.

2.5 TPC Electronics

sPHENIX benefits tremendously from the developments in ALICE for their own TPC
upgrade. In many ways, our detector is based upon theirs. It is therefore worthwhile to
summarize their design before moving to the particulars of sSPHENIX.
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Figure 2.19: Resolution results for the TPC. Blue dot are the full measurement. Green dots

are the limit if electronic noise were removed.

sss 1he ALICE TPC at the LHC is to read out continuously at 50 kHz in Pb+Pb collisions, a
7 reasonable match to requirements at RHIC. Figure 2.20 shows the block diagram of signal
processing based on the ALICE TPC upgrade electronics.
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Figure 2.20: Block diagram of signal processing for ALICE TPC upgrade
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0 Starting from the end of the signal processing chain, the Data Control System (DCS) and
s online farm is the computer system where the data are stored and processed for analysis.
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The LTU provides the timing and trigger signal to the Common Readout Unit (CRU), which
is the post-processing system where some online calibrations and event reconstruction are
performed. The Front End Card (FEC) consists of SAMPA chips which amplify and shape
the analog signals and digitize them. The DSP (data processing unit) is also on the chip.
This formats the digital data into a data packet (it also performs baseline suppression, i.e.,
zero-suppression of the raw data). The packet is then sent to GBTx followed by VTTx.
They convert the data packet into optical signals. The block diagram of the SAMPA chips
is shown in Figure 2.21. In the ALICE design, there will be 5 SAMPA chips multiplexed
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j — L
[ | P ] |
3 L0 R, P e
- —VW—
BT -
LC 1 : | Ce 320Mbs .
d Hors
= | . Shaper 10b | Butfer 1 Elink~—-{]}
/pad / 1| ADC DSP Buffer | Elink[~<>{]1}
I\ e —
’lcd | . 4 /_\ 10MSPS || Buffer Ellnk”[]l
= : ol | — CSA Commal & Trigeer ar-Buffer H Elink[~—T11
1 T 11 [ ] I 1
: LTS N S :
< N y AV V.
: FEC Shaping time control + Gain control REF- TREF 10s I

Figure 2.21: Block diagram of ALICE SAMPA chip

by 2GBTx ASICs. One SAMPA chip accepts 32 inputs, therefore one FEC can process 160
inputs. The ALICE TPC will have 121 FECs per readout segment module. The TPC will be
equipped with 18 segments in each side, 36 segments in total.

By contrast, the SPHENIX system is summarized in Figure 2.22. The sPHENIX FEE cards
will each carry 8 SAMPA chips and thereby readout 256 channels on each FEE. Going
outward in radius, the SPHENIX modules carry 6, 8, and 12 FEE cards respectively. This
results in 159,744 active channels for the entire TPC system. Each sector of 26 FEE cards
is serviced by a single PCI-express-based FPGA card Data Aggregation Module (DAM),
which is hosted on a server, Event Buffering and Data Compressor (EBDC). The DAM
is responsible for event alignment and clustering. Furthermore, present calculations
indicate that we can create false event boundaries from our continuous readout by copying

ambiguous data into both triggered events. Then the result sub-event is compressed on
EBDC and send to the sSPHENIX event builder via Ethernet.

2.5.1 Front End Electronics (FEE) with new SAMPA chips (ver5)

The SAMPA chip has reached a mature stage as evidenced by the waveform from the
MPW?2 test run as shown in Fig. 2.23. This waveform was obtained directly from the
silicon in the ORNL laboratory of Chuck Britton. One should note that the SAMPA chip’s
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FEE - DAM data stream: Clock/Trigger input: Output data stream to buffer box:
960 fibers total, max 6-Gbps fiber link Fiber, protocol TBD 24 x 25 Gbps Ethernet

Continuous rate: 1.5-2.5 Gbps / fiber Clock = 9.4 MHz Buffer data in counting house,
Total: 1.8 Tbps @ 170kHz Au+Au 200 GeV Trigger Rate = 15 kHz then send to RCF for tape storage
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Figure 2.22: An overview of the TPC electronics chain. FEE cards housing SAMPA chips
are located on board of the detector. Zero suppressed, untriggered data flows to Data
Aggregation Modules (DAMs) hosted on Event Buffering and Data Compressors (EBDCs)
located in the counting house. From there, the TPC data joins the main stream flow of the
sPHENIX DAQ.

rise time is on the slow side for sSPHENIX. Our drive towards low diffusion to meet the
resolution spec has necessitated the use of a “cold” gas (namely Ne — CF;) which has also
increased the drift velocity. In principle, one should match the charge collection time to
the time constant of the charge sensitive amplifier and pulse shaping amplifier. With low
diffusion and high drift velocity, there is a mis-match with the electronics time constant
being longer than we would prefer. This increases the occupancy, but not to the point that
the tracking efficiency is expected to suffer. Therefore, we asked U. Sao Paulo, which is
the leading institution of the SAMPA chip development, to produce a new version of the
SAMPA chip, namely, SAMPA ver 5.

There are four versions of SAMPA chips by the time of Mar 2018. The latest version,
ver4, is the one that has settled most of the bugs found by then, has shorter decay time
constant in the charge sensitive amplifier (~5usec), and is more rad-hard. This version
was employed for ALICE TPC electronics. We asked to change the shaping time options
from 320 and 160 nsec of ver4 to 160 and 80 nsec in the ver5, in which case we just change
the time constant for the 320 nsec circuit. The U. Sao Paulo group has found the issue on
the peak hold circuit in ver4, and implemented its improved circuit in the ver5.

In Dec 2017, we received several SAMPA chips (ver2) for testing from STAR group. We
developed a utility test board that serves a list of important functions:
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Table 2.4: Raw data rate estimate for sSPHENIX TPC and ALICE TPC cases

Parameters sPHENIX ALICE Notes
(Au+Au 200GeV) (Pb+Pb5.5TeV)
dN/dy (Minbias) 180 500
1 coverage of TPC 22 (Jy| <1.1) 1.8 (|n] <0.9)
# of tracks in TPC 396 900
Effective # of tracks in TPC
(accounted for r-dep. 17 | 560 1690 note 1
coverage change)
Effective factor for track
# increase for accounting | 2 2 note 2
albedo background
# of measurements in r 40 159
# of samples in ¢ 3 2 ¢ x time~20 bins for
# of samples in timing 5 10 ALICE (from TDR)
# of bits of each sample 10 10
Data volume increase fac- .
for by SAMPA header 1.4 1.4 Absolute maximum
Data volume/event (bits) | 9.41x10° 1.50x 108 note 3
Data volume/event (bytes) | 1.18x10° 1.88x107
Collision rate [kHz] 100 50
Total data rate (bits/sec) 9.41x10'" 7.52x10'?
Total data rate (bytes/sec) | 1.18x 10!} 9.41x10'!

note 1: ALICE didn’t estimate from first principle. We estimated for them.

note 2: We doubled the number of tracks to account for the background, based on STAR’s

experience.

note 3: Product of the previous seven rows. ALICE estimated the data volume as 160 Mbits/evt.

e The board opens multiple diagnostic channels to allow a complete evaluation of the

SAMPA chip.

e The board interfaces directly to existing GEM modules at BNL and Stony Brook so
that physics signals (*°Fe, generated soft X-rays, cosmic rays) can be used to excite

the GEMstack and read out through a SAMPA-based chain.

The experience of the test board put us in an excellent position to develop the 8-SAMPA
version of the board that will be compatible with modules on the main TPC. Some per-
formance plots are shown in the Fig. 2.25. The noise level was found to be 570 electrons

160 nsec shaping time.

with an input capacitance (mimicking detector capacitance) of 18 pF at 30 mV /fC gain at
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Figure 2.23: Wafer measurements at ORNL for ALICE capture the waveform coming from
the SAMPA shaper in response to a delta-function excitation. The indicated peaking time
of 150 nsec, while on the slow side for sSPHENIX needs, is nonetheless OK for meeting our
performance specifications.
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Figure 2.24: (Left) The first sSPHENIX SAMPA prototype board is designed to house 2
SAMPA chips (similar to the iTPC for STAR) and a variety of diagnostic access points.
(Right) Actual board with signal input and Xilinx Artix-7 evaluation board that mimic all the
functionality expected for the FEE card.

Fig. 2.26 shows the block diagram of the full-scale FEE card. One FEE has 8 SAMPA
chips (32 ch input each) and therefore can accept 256 channel input signals. The signal
is processed, digitized and serialized by the SAMPA chip, and passed to FPGA through
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Figure 2.25: (Left) Input charge vs output ADC values for SAMPA ver2 chip at the gain of
30mV/fC and 160 nsec shaping time. (Right) At the same configuration, the X-ray from °5Fe
source was injected to a chamber with GEM readout system filled with a CO,gas.
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Figure 2.26: Block diagram of the full-scale FEE card to be used for the TPC in the sSPHENIX
experiment.

88 elinks connections (11 elinks per chip, 88 elinks from 8 chips) at the transfer speed
of 320 Mbps. The FPGA will then pack the data and ship to DAM through an optical
transceiver. The FPGA receives beam clock, heartbeat trigger, and slow control data from
DAM also through the optical transceiver. The transmission rate of the transceiver is
6.25 Gbps. The plans is to use Xilinx Artix-7 XC7A100T or XC7A200T as FPGA, and to
mount two transceivers for around half of the boards. The powers to be supplied are 4V,
2V (digital), and 2V(analog), and the maximum power consumption will be ~20 W per
board (current measured maximum is ~15W).

The left side of the Fig 2.27 shows the first prototype of the full-scale FEE (we call proto-
type v1) that accommodates 8 SAMPA chips, one Xilinx Artix-7 FPGA and one optical
transceiver. After fabricating the board, we found several minor issues related to the level
translators as well as input protection diodes polarity. With these issues sorted out, we
have fabricated a revised version of the full-scale FEE prototype as shown in the right side
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Figure 2.27: (Left) The first full-scale FEE prototype board. (Right) Next version (v1b) of
the FEE board. We anticipate the pre-production version after vlb board, which has minor
modification to v1b that includes additional optical transceiver and GND plane at the edge
and fixing issues found by now.

of Fig 2.27. The new version has two optical modules for higher data volume transmission
which would be needed for most inner and middle section of a sector (sector = 1/12 of full
azimuth), and also has a GND plane at the edge of the board for workaround of grounding
between the FEE, wagonwheel and /or padplane. The parts are being mounted and will be
tested on small scale GEM readout of TPC in lab and on beam in June 2018.

The next version of the FEE (pre-production prototype) will have three minor changes;
possible FPGA replacement from the current Xilinx Artix-7 XC7A 100T to XC7A 200T,
EEPROM replacement with the one used in ATLAS which is more radhard, and bandgap
reference replacement with a radhard-proved LDO. If these changes are successfully
implemented and proven to work, this version will become the production version.

2.5.2 Low voltage power supply scheme for FEE

As mentioned above, the FEE will consume ~20W at maximum. Breaking up to each
voltage, this implies 1A of 4V, 4 A of 2V (digital), and 4 A of 2V (analog) at maximum.
The latest measurement of the current at prototype v1 board was 0.5 A of 4V,2.4 A of 2V
(digital), and 2.4 A of 2V (analog), therefore 12 W in total. Since the current is large and
the power supply rack is ~20 m far from the FEE at TPC, the low voltage power supply
distribution scheme should be carefully designed. Fig. 2.28 shows the initial design of the
low voltage power distribution scheme for the TPC FEE. The bulk power supply will be
Vicor MegaPak 4 kW, in which ten 400 W DC-DC converters will be installed. We use 8 V
modules that can supply up to 50 A, considering significant voltage drop between power
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Figure 2.28: Low voltage power distribution scheme for TPC FEE.

distribution board and FEEs. This will result in using one 8 V module for 4V and two 8 V
modules for each 2V lines. The distribution board will be designed so that one board takes
care of 26 FEEs (corresponding to one sector) or 52 FEEs (two sectors). The decision will be
made relatively soon considering the form factor of the distribution board.

2.5.3 Cooling scheme for for FEE

Each FEE will consume 20 W at maximum, meaning 6.2 kW from each endcap and 12.5 kW
from both endcaps. This means that an efficient and organized cooling system is necessary
to keep the temperature of FEE and the TPC. We decided to employ a heatpipe used for
cooling CPUs in typical PCs as shown in the left side of the Fig 2.29. The heat pipe has
a hollow where a liquid is filled. The liquid is vaporized at warm side and goes up to
the cold side. The vapor is cooled at the cold side and goes down to warm side. This
means the orientation of the cold and warm side matter for cooling efficiency. The cooling
structure for an individual FEE is shown in the right side of the Fig. 2.29. An aluminum
(copper) plate with the heat pipe soldered (blazed) is attached to FEE through a thermal
conductive pad. The FEE with the cooling structure will then be installed into TPC through
a card guide made with aluminum as shown in Fig.2.30. The left side of the Fig.2.30
shows the overview of the FEE card installation on TPC with the aluminum card guide
installed in one middle sector. The right side shows the zoom-up view of the middle sector.
The aluminum card guide will be attached to a cooling tube thermally and can transfer
heats to the cooling liquid. This cooling scheme can avoid leaking of cooling liquid. With
this structure the cooling efficiency will also be kept relatively well, except for horizontal
orientation (¢=0 and ¢=r7). For this particular orientation, we may have to run a separate
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Figure 2.29: (Left) Heat pipe employed for cooling FEEs. The pipe is typically used for
cooling CPUs in PCs. (Right) An aluminum (copper) plate with the heat pipe soldered
(blazed) is attached to FEE through a thermal conductive pad. This is a cooling structure for
an individual FEE.

Figure 2.30: (Left) Overview of the FEE installed onto TPC. The gray pieces are cooling
aluminum card guide. (Right) Zoom-up view of the FEE and cooling aluminum card guide.

cooling pipe. This is still under investigation.

2.5.4 Magnetic field hardness of FEE

The FEE will be directly attached to the TPC which is inside the solenoid magnet, and
therefore will be operated under magnetic field. sPHENIX magnetic field is 1.5T or
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15kGauss. The parts that will be affected by the magnetic field are inductor coils. For the
case of FEE, the optical module will be the only one that may have coils. Unfortunately,
we were not able to find 1.5T magnet to test this. However, we found a magnet at BNL
instrumentation division that can go up to 0.5 T. We placed the FEE at the three orthogonal
directions in the magnet and check if the transmission capability of the optical transceiver
changes. Fig. 2.31 shows the effect of magnetic field to the optical connection eye-diagram.
The test was conducted with the power filter inductor on and off. At around 0.2T, the
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Figure 2.31: (Left) Eye-diagram of the optical transceiver connection with power filter
inductor on the board as a function of magnetic field. (Right) The same plot with inductor
taken off.

change was saturated for two orientations, and stable over to 0.5 T. One orientation has
large variation, but again seems to cease above 0.4 T. In either case, the variation is ~25 %
level, and is acceptable from the point of view of optical communication.

2.5.5 Radiation hardness of FEE

Radiation tolerance for the TPC FEE is a key issue on validating its design, including
selection of individual electronics parts, since the FEE will be installed very close to the
beam pipe and the collision point. The FEE board will sit from in |z|=105-135cm and
|R|=20-40, 40-60 and 60-78 cm at each end of the TPC. The passive semi-conductor parts
such like power regulators, and PLL will be sitting from R=20 cm. The SAMPA chips will
also be sitting from that radiation position. On the other hand, the FPGA (Xilinx Artix-7)
will be sitting in the middle of the FEE, meaning they are at 30, 50 and 70 cm. One last
active component is the optical transceivers made by AVACO. The transceiver was tested
working until 900y (or 90 krad) at Belle-II [2]. The radiation tolerance for all the other
passive components such like resistors and capacitors are expected to be very high, and
don’t need to be tested.

TID and NIEL for FEE and TID radiation test by Co®®  source
PHENIX has conducted measurement of the total ionization dose in RHIC Year-6 (p+p)
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720 and Year-14-17 runs (Au+Au, p+A and p+p). The left side of Figure 2.32 shows the neutron
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Figure 2.32: (Left) Neutron flux during Run-14 Au+Au runs. This run is 23nb~!, which
corresponds to 150 billion events. (Right) RadFET monitoring for Run-14 to Run-17 PHENIX
runs. The resulting dose for Au+Au collisions is estimated as 60 krad at 3.5 cm and 5 krad at
16 cm for 20 weeks RHIC running (typically the 1-year running is 20 weeks).

for this run, corresponding to 1.59 x 10!! MB events. The 1/r?> dependence is not seen
in this neutron flux, but rather 1/7 is seen. As a conservative estimate, we take the face
value at r=16 cm, which is 1.2 x 10!! 1 MeV-eq n/cm?. Translating this to 231nb~! of
the Au+Au events to be delivered during the sSPHENIX running, the estimated NIEL is
1.2 x 10'? 1 MeV-eq n/cm?. This will be our baseline for the NIEL requirement. If we add

a safe factor of 5, the NIEL tolerance requirement will be 6.0 x 1012 1 MeV-eqn/ cm?.

The TID for the Year-14-17 was measured by RadFET and plotted as a function time as
shown in the right side of Figure 2.32. For this measurement, we see rather clear 1/r2
dependence of the dose. Nonetheless, for our estimate, we again take the face value at
r=16 cm. This will result in 6 krad per year, and 25 krad for 5-years sSPHENIX running. If
we add a safety factor of 5, the radiation tolerance requirement of TID will be 125 krad.

Usually, the safety factor of 5-10 comes from the lack of actual measurement at the real
environment. Our estimate, however, is based on the measurement at PHENIX. So, we
would think a safety factor of 2 is already safe enough.

For the electronics, people usually don’t test for NIEL, but do test for TID. We performed
the TID test for semiconductor parts of FEE using ®*Co < source available at the BNL
instrumentation division. The source is 10 krad per hour. We irradiated -y to the optical
transceiver and a regulator in one test, and the whole board including both parts in
another test. Table 2.5 shows the results from the irradiation tests. From this results, we
can conclude most of the parts survive up to the 50 krad. There are two parts that didn’t
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Table 2.5: Semiconductor parts list of FEE and their TID test result using ®°CO v source.

Manufacturer

Part Number

Description

Test date

Result

retest?

Tl

TPS7A8500RGRT

IC REG LINEAR POS ADJ 4A 20VQFN

7/18/2018

OK up to 100krad

ON Semi

CAT102TDI-GT3

IC VREF SHUNT ADJ TSOT23-5

12/10/2018

dead at 50krad

X

ON Semi

NUP4114UPXVET1G

TVS DIODE 5.5VWM 10VC SOTS563

ALICE use it

OK at least up to 10krad

X

Tl

PCA9306DCUR

IC VOLT LEVEL TRANSLATOR US8

12/10/2018

OK up to 50krad

Tl

SN74AVC16T245ZQLR

IC BUS TRANSCVR 16BIT 56BGA

12/10/2018

OK up to 50krad

Tl

SN74LVC2G04DCKR

IC DUAL INVERTER GATE SC-70-6

12/10/2018

OK up to 50krad

Linear

LTC2991CMS#PBF

IC MONITOR OCTAL 16-MSOP

N/A

Macronix

MX25L25735FZ21-10G

IC FLASH 256MBIT 104MHZ 8WSON

12/10/2018

OK at 20krad, dead at 50krad

Abracon

ASDMB-50.000MHZ-LC-T

OSC MEMS 50.000MHZ CMOS SMD

12/10/2018

OK up to 50krad

Maxim

DS620U+

SENSOR TEMPERATURE 12C 8UMAX N/A

Many EG-2101CA OSC XO TBD MHZ LVDS 6-SMD, NO LEAD 12/10/2018|OK up to 50krad

SI5338B-B-GMR
AFBR-57D7APZ

Silicon Labs
AVAGO

IC CLKGEN 12C QUAD 24QFN
850nm optical Rx/Tx

12/10/2018|OK up to 50krad
7/18/2018| OK up to 100krad

pass 50 krad, which are bandgap references (CAT102TDI-GT3) and EEPROM. The bandgap
references are used for creating references for analog reference voltages and ADC reference
voltages. The analog reference voltages won’t be needed for SAMPA ver3 and later, so we
will remove them. For the ADC reference, we will use TPS7A8500RGRT alternately. For
the EEPROM, we found one used for ATLAS passed 50 krad. We will use it instead. These
modification will be made at the pre-production prototype.

Estimate of the charged hadron rate using AMPT

We estimate the charged hadrons at the position where TPC FEE (and FPGA) will be
installed, using the AMPT event generator [3]. We have run the AMPT event generator to
generate 20 K Minbias Au+Au collisions at 200 GeV. We found that the minbias collisions
of AMPT simulation gives dN.,/dy=175, which is ~ 5% lower than the measurement.
However, in the real measurement, there is a trigger bias that pushes the value toward
upward. Therefore, we think that the AMPT gives a reasonable description of the Au+Au
events. We counted the number of particles entering radial positions from 20 to 80 cm
at Z=106+5cm, where the FPGAs will sit, and scaled to the collision rate of 100 KHz.
Figure 2.33 shows the number of charged hadron rate at a given radial position in minimum
bias Au+Au collisions at 100 kHz collision rate. It is explicitly written in the figure, that
the rate will be 2.2 kHz at the FPGA in the most inner sector, 800 Hz in the middle sector.
and 400 Hz in the outer sector, where actually the FPGAs of FEEs will be positioned.

From the ALICE experiment, we obtained their charged hadron rate of 3.7 kHz at r=41 cm
averaged over -74cm< z <74 cm (See appendix B for the detailed info). This number is
for Pb+Pb 50 kHz at 5.5 TeV. Given the difference of the dN/d#y between two experiments,
our numbers are quite reasonable.

SEU rate of the FPGA from ATLAS study

The TPC FEE employs Xilinx Artix-7 series FPGA. We are currently using XC7A75T, but in
order to accommodate SEU mitigation algorithm, we will move to XC7A100T. There are
several radiation tests performed by the ATLAS experiments, which are for Artix-7 and
Kintex-7 FPGAs [4]. Table 2.6 shows the key parameters for both FPGAs from Xilinx data
sheet. There are two types of RAM, which are CRAM and BRAM. The CRAM is so-called
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Figure 2.33: Charged hadron rate at the given radial position at Z=106+5 cm, where the
FPGA on the FEE will be positioned.

configuration RAM, and is used to configure the logics of the FPGA. If it is flipped, it
will affects the functions of the FPGA. The BRAM is so-called block RAM, and is same as
memory of the PC. The data will be corrupted, but not essential for FPGA functions. To
estimate the CRAM bit size, we take the total bitstream size (from the datasheets), subtract
the BRAM size, and take 90 % of that number (~10 % of the bitstream are commands, and
not contents) as suggested by the Xilinx FAQ site. There is a measurement of the ogr(;

Table 2.6: FPGA key parameters from Xilinx datasheets (ug470, ug116).

CRAM CRAM BRAM BRAM

Tech Node Product ospy (cm? /bit) bits ospy (cm? /bit) bits
28 nm Artix-7 7A100T | 70x10"® [23x107 | 63x10° |4.8x10°
28 nm Artix-7 7A200T | 7.0x 107 |58x107| 63x1071° |1.3x10’
28 nm Kintex-7 7K160 | 5.7 x 1071 |38x 107 | 56x1071% |12 x 107
28 nm Kintex-7 7K325 | 57x1071 |68x107 | 56x10"1% | 1.6x 107

for Kintex-7 by the ATLAS measurement [4], which is found to be 7.1 x 107> (cm?/bit)
both for CRAM and BRAM and is consistent with the one from the datasheet from Xilinx.
Therefore, it is reasonable to assume that Artix-7 has ~20 % worse upset rate, which is
8.5 x 10715 (cm?/bit) for both CRAM and BRAM. The single event upset rate (R) for each
device is obtained by the formula below:

R [upsets/s] = osgy [cm?/bit] x (# CRAM or BRAM bits [bit]) x (particle flux [n/cm?])
With these numbers, I list the upset rate for the sSPHENIX TPC FEE case in the Table 2.7.
From the table, in the hardest environment, the SEU for CRAM happens every 2780 sec,
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Table 2.7: SEU of C(B)RAM of Artix-7 7A100T used for SPHENIX TPC FEE (error rate is

8.5 x 1071 [em? /bit]).

TPC Electronics

R-position | # of FEE | flux [Hz/ cm?] | error/FPGA [s~!] | error/sector [s 1]
28-32cm 120 2200 43x107% 5.2 x 1072
48-52cm 192 800 1.6 x 1074 3.0 x 1072
68-72cm 288 400 7.8 %1073 23 x 1072

777 or 45min per FEE. Assuming the linear increase of the total upset rate by the number of
devices, there will be upset every 19 seconds in one of the FEEs in the most inner sector,
every 33 seconds in one of the FEEs in the middle sector, and every 43 seconds in one of
the FEEs in the outer sector, in average. And as a whole TPC FEE (600 FEEs), the upset
may occur every 9.5 seconds in one of the FEEs, for 100 kHz minbias Au+Au collisions.
Note that there is no any mitigation algorithm implemented here. Note that the 90.9 %
of the SEU can be repaired by internal FrameECC, and the another 7.5 % and plus can be
7 repaired by CRAM scrubbing architecture. Therefore, the real serious error is ~1.5 % of the
total SEU. TMR (tripple modular redundancy) may add another reliability against SEU.
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Soft error rate from Artix-7 beam test by ATLAS

77 The sophisticated algorithm will give better repair of the bit error, but at some situation,
the error can be recoverable either automatic multi-boot (soft error) which would take
<1 minutes, or power recycle (hard error). The frequency of the hard error is ~100 times
smaller than the one for soft error. Therefore, we discuss the soft error rate here. If the
occurrence of the soft error is very high, the 1I-minute recovery time may be relatively large
dead time compared to actual up-running time. ATLAS did perform decent measurement
of the soft error rate for Artix-7 7A200T. The result was 94 soft errors for 1.3 x 10! (n/cm?)
e of 800 MeV neutron flux. This corresponds to the error rate of 7.2 x 10719 (em?/error) for
each device. The scaled number for sSPHENIX TPC FEE case in 100 KHz minbias Au+Au
collisions is shown in Table 2.8. To summarize, rhe error will occur every 2700 seconds
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Table 2.8: Soft error for sSPHENIX TPC FEE case (using Artix-7 7A200T).

R-position | # of FEE | flux [Hz/ cm?] | error/FEE [s~1] | error/sector [s ]
28-32cm 120 2200 1.6 x 10~° 1.9 x 10~*
48-52cm 192 800 58 x 1077 1.1 x 107%
68-72cm 288 400 29 x 1077 8.6 x 1075

77 or 45 minutes in one of the whole TPC FEEs (600 FEEs), for 100 kHz minbias Au+Au
7 collisions, if we implement TMR etc. We are planning to implement them.
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FPGA Family Name Xilinx Altera Xilinx Altera Xilinx. Altera CRU Xlinux Kintex Ultrascale
Virtex 6 Stratix V GX Virtex 7 Arria 10 GX ** | Virtex Ultrascale | Stratix 10 | Requirements *
Status available available ES available available end of 2017 Available
from Q2'15
FPGA part number XCOVLX240T | SSGXEAT | XCTVX6HT 10AXI115 XCVUI190 108G280 XCKU115
Used in C-RORC AMCA0 MP7 PCled0 FELIX v1.5 test boards
Logic Elements / Cells [M] 0.241 0.622 0.693 1.15 1.9 28 1.451
FFs [M] 03 0.939 0.866 1.7 214 1.3
LUTs [M] 0.15 0.235 0.433 0.425 1.07 0.66
1820 Kb RAM Blocks 832 2560 2040 713 7560 11721 19207 2560 4320
Total Block RAM (Mb) 15 50 53 53 133 229 40753 75.9
> 10 Gtw's Transeivers 24 48 80 96 60 144 48 (48 input + 48 output fiber links in
PLLs 12 28 20 32 60 48 FELIX)
PCle 38, Gen3 2(Gen2) 4 3 4 6 6 48
# TPC Detector is the majority user ( »70%) of CRU boards. CRU requirements is measured against TPC detector specific logic occupancy. []

#* Altough the maximum number of links of the ArrialO family is 96 links, the FPGA equiping the PCle4 board has only 72 links

Figure 2.34: The DAM acts as a bridge from SAMPA data to the sSPHENIX DAQ and simply
applies digital horsepower to high speed digital input and output streams. As such, we can
leverage developments of other experiments such as ALICE (left panel) and ATLAS (right
panel). The final selection for the TPC DAM is the BNL 712-v2 DAQ interface card, which is
also known as ATLAS FELIX v2.1 card.
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Figure 2.35: Block diagram for DAM and EBDC. Estimation of the DAM performance as
realized using the FELIX board have been performed following this architecture assumption
detailed in these diagrams.
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Figure 2.36: Signal cabling plan for each TPC sector. Two MTP trunk cable is used to connect
a DAM to a sector, which further breakout to LC duplex connectors to FEE within the TPC
end-cap.

=~ 2.5.6 Data Aggregation Module (DAM) and Event Buffering and Data Com-
800 pressor (EBDC)

st As the DAM is a digital-in and digital-out board with onboard programmable processing
sz power, multiple already available options for implementation of the DAM exist. Figure 2.34
sz indicates a comparative study of the ALICE CRU module to the ATLAS FELIX module.
s« Either of these devices fulfills the DAM throughput specification. While the CRU unit
sos from ALICE can be paired with a SAMPA data stream, the FELIX board is being developed
ss with the help of the BNL Instrumentation Division, and ATLAS group at BNL. FELIX
07 board satisfies all the requirements, and local expertise will provide a stable platform for
ss  the DAM operations in the long term. Therefore, we determined the FELIX board as our
0 Optimal choice.

8

o Figure 2.35 shows the current implementation for the DAM device using ATLAS FELIX
i v2.1 card, which is developed at BNL as the BNL 712-v2 DAQ interface card. A Xilinx
> Kintex Ultrascale XCKU115-2FLVF1924E FPGA is on board each DAM. To the FEE side,
s the FPGA is linked with four pairs of Mini Parallel Optical Device (MiniPOD) with Twelve
s+ channels in each component. Each of the 48 pairs of fiber link was tested to support up to
s 12.8 Gbps bi-directional data rate. The DAM FPGA is also linked with the EBDC server
¢ via 16-lane PCI Express Gen3 connections which are demonstrated to reach more than
7100 Gbps. In the sSPHENIX application, one of the 48 fiber links is redirected to an sSPHENIX
s clock/trigger mezzanine module that provides an SFP+ connection with sSPHENIX Global
s Timing Module (GTM).
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Each TPC sector has an identical setup of 26 FEE, 1 DAM, and 1 EBDC. As shown in
Figure 2.36, the SAMPA data is packaged on FEE and transmitted to DAM using 40 SFP+
data fiber links per sector, which is within the 48 bi-directional fiber link capability of
the DAM. As detailed in Figure 2.35, the raw data is buffered in the DAM up to 20 yus.
Then only the hits that fall within the drift time window for an sPHENIX trigger is output
for further processing via a throttling algorithm in the DAM FPGA, which reduce the
data rate by about a factor of four. A possible clustering step is envisioned on the DAM
FPGA for further data reduction, although the following data rate estimation and initial
sPHENIX operation does require this step. After transmitting the data to EBDC, lossless
data compression is performed on CPU before sending it out to SPHENIX DAQ for storage.

FEE data input to DAM. Rate = 1794 Gbps @ Au+Au +/s = 200 GeV, 170 kHz Collision, 15 kHz Trigger 13 us Drift

Radial layer number
PR

T 0
1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
BCO hin (100 ns)

DAM data output: Throttled data rate = 216 Gbps, Triggered data rate = 238 Gbps (48 rings, Zero-suppression, LZO-compression)
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Figure 2.37: Example DAM data rate simulation under the configuration of 8 cm /s drift and
170 kHz Au+Au collisions. Top panel is data transmission from FEE to DAM, and bottom
panel for DAM data output. Both data streams are visualized as data bits (z-axis) histograms
of TPC layers (y-axis) and Beam Collision Clock (BCO) time (x-axis). Black lines mark the the
start and the extend of TPC hit stream from one Au+Au collision, and the red lines mark
that of a triggered event, for which all TPC hits within || < 1.1 is recorded in the DAM
event building stage. The result FEE to DAM average transmission rate is 1800 Gbps, and
EBDC output average average transmission rate is 240 Gbps, both of which are simulated
over much longer running time (O(1 s)) than the time period being visualized in the figure.

Data rate within the DAM-EBDC system and at each processing stage is studied via a
continuous-time Monte-Carlo simulation of the collision and data stream. Part of the data
stream from one of these simulation sets is shown in Figure 2.37. The result rate calculation
is summarized in Table 2.9. These data rates are further validated via a GEANT4 and FEE
digitization simulation to be within 25% in relative accuracy. The FEE and DAM buffer
usage is also simulated to show a very low probability for DAQ busy due to buffer full
(< 1079).

AtFY2019 Q2, two sets of DAM and EBDC test stands have been instrumented with ATLAS
FELIX v2.1 cards. Data links with multiple prototype FEEs and prototype sPHENIX GTM
have been demonstrated. Ten more FELIX v2.1 cards are in production following the
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Table 2.9: TPC DAM and EBDC average data rate and event size in three running conditions
based on the continouns-time TPC data stream simulation.

Collision System Au+Au (Year-1) Au-+Au (Year-5) p+p
Collision rate [kHz] 100 170 12900
Raw data rate

[Gbps] 1100 1800 1700
After LVL-1 trigger [Gbps] 290 400 260
After

lossless compression (Gbps) 170 240 160
Per-event size [MB/evt] 14 2.0 1.3

sPHENIX advanced R&D plan with the aim of a large scale throughput test.

2.5.7 TPC readout plane

One consequence of pushing resolution through low diffusion regards the size of the cloud
that hits the pad plane. The advantages of a charge-division pad plane are entirely lost if
the charge from a single avalanche is confined to 1 single pad. This this reason, “chevron”
or “zig-zag” pads have been developed as a means of ensuring charge division for even
narrow avalanches.

Figure 2.38 indicates the chevron segmentation style applied to our pad planes. Charge
sharing is driven by the fine part of the zig-zag pattern, while channel count is driven by
the macroscopic pad-to-pad spacing.

Figure 2.38: Schematic layout of the TPC pad rows and chevron pads.
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The radial pad size is ~1 cm. The transverse dimension of the pads varies with ~1 mm
spacing of rectangular pads in the R1 module and ~2 mm spacing for the R2 and R3
modules.

The TPC amplification element is based on several layers of Gas Electron Multiplier
(GEM) detectors. Traditional Muti-Wire Proportional Chamber (MWPC) technology is not
considered because it a) cannot provide desired r¢ resolution of 100 ym and b) the MWPC
requires gating to stop ion back flow, and that significantly limits the data taking rate.

Four GEM layers are considered in the current scheme of the amplification element. Each
GEM will provide gain in the range of typically a few thousand, suitable for the readout
electronics considered for the TPC. The gain range is driven by two competing factors.
Higher gains will improve the signal:noise and improve % results, but will also increase
the Ion Back Flow (IBF). ALICE intends to run at a gain of 2000 with SAMPA chip readout.
ALICE results also demonstrate high stability of GEM operation in the environment of

high energy heavy ion collisions.

The amplification element is shown in fig. 2.39.

A

Figure 2.39: Schematic view not to scale of the readout element built with four layers of
GEMs. Yellow lines show electron paths, brown lines show the ion paths for one single hole
(simulation).

The development of the sSPHENIX TPC is greatly aided by the multi-year effort put into
development of detector technologies for the EIC. In particular, this program has allowed
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studies of the complete suite of gas properties for all our candidate gases and many others
that would be suitable for EIC, but not so much for RHIC.

¥ 180, 200, 250, 275V

Ne:CF, 90:10

Figure 2.40: R&D results on our candidate gas mixtures (Ne:CF;:iC4H1o demonstrate good
energy resolution and excellent stability when operated with a quad-GEMstack.

Figure 2.40 shows the response of quad-GEM chambers to an X-ray source (>°Fe) in both
the Ne2K and Ne:CF; gases current leading our choices. Experience in the lab showed
excellent stability for both these gases over long running periods.

Furthermore, our R&D efforts have opened the door to BF measurements. Figure 2.41
shows an overlay of SPHENIX results on Ion Back Flow superimposed upon the iconic
plot from ALICE, The agreement is excellent, opening the door to bench verification of
some of the new ideas we have had for IBF suppression including the passive mesh
concept. Currently we have NOT taken credit for this new effect in our simulations as
a conservative measure to ensure that we do not over estimate the performance of our
design.

One issue for all chevron pattern detectors is that of differential non-linearity. Typically
the shape of the charge cloud folded together with the segmentation of the pad plane does
not produce a linear response with position. Indeed, as shown explicitly in Figure 2.42
the correlation between true position and measured position shows a saw-tooth pattern
whose spatial period matches the pad spacing. Although our R&D shows that the trou-
blesome response can be removed from the data by simple and self-calibrating means, it
is nonetheless quite desirable to design a pad plan that a priori would have little to no
differential non-linearity.

Again under the guise of EIC R&D we have studied at a theoretical level the issue of
non-linearity as a function of pad shape. Figure 2.43 shows the anticipated response of our
new design. Unfortunately the line spacings used in simulation are not possible in industry
at the present time and so a compromise was made to the best that can be manufactured
today. This new pad board in in house and expected to produce DNL results very soon.
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Figure 2.41: This figure shows results obtained on our labs (Weizmann Institute of Science)
overlaid with the iconic ALICE results on IBE. These indicate that we are well positioned to

experimentally investigate .

2.5.8 TPC field cage

The basic function of the TPC field cage is to provide a uniform drift field from the central
membrane to the detector modules at each end. This field cage is traditionally defined by
a series of conducting rings held at uniformly decreasing potential by a precision-matched
chain of resistors. The field cage is then surrounded by a gas enclosure. Both for safety
considerations and to avoid stray electric fields in neighboring detectors, the gas enclosure
is usually grounded. Figure 2.44 shows the configuration found on the outer shell of the
STAR TPC. Both the field cage and the gas enclosure are made structurally rigid using a
hex cell honeycomb sandwich structure.

The field cage electrodes are made as a double-layer of staggered rings, one facing the
operating gas and the other embedded in the field cage wall. The latter ring serves to
shape the field and minimize nonuniformities in the drift volume. Dry nitrogen gas flows

through the 5.7 cm gap, exceeding by slightly more than a factor of two the “rule of thum

7

gap dielectric strength of 1,’,‘1—Vm when operating at a central potential of 27 kV. Although
in STAR the inner gas enclosure is skipped (exposing the field cage strips to outside air
and stressing inner detectors with electric field) in the sSPHENIX application we have more
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Figure 2.42: Extensive studies of various pad shapes have been performed to quantify and
test reduction of differential non-linearity. These tests shows that after correction, resolution
of the pad plane are easily achieved to better than 100 pm.
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Figure 2.43: Theoretical studies of pad shape have been performed and indicate that signifi-
cantly reduced non-linearity is achievable.

than enough room between the inner silicon pixels and the TPC active volume for an inner
gas enclosure. Scaling to an identical safety factor as used by STAR, we would require a
5.70m% = 7.2cm gap.

An “air” gap of this size would be undesirable for the outer TPC wall since it would limit
the active volume and degrade the momentum resolution. Because the TPC is followed by
the EMCAL, we can safely afford to solve the field issue using a solid of high dielectric
strength. The concern over this solution is two-fold. First, the dielectric field strength
of common materials is found to reduce with time in a variety of materials as shown in
Figure 2.45. Much of this variation (e.g. FR4) is dominated by micro-gas bubbles within
the material which can carbonize over time. Secondly, dependent upon material, solid
material high voltage gaps can be subject to permanent failure during a discharge event or
over-time corona current.
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Figure 2.44: Scale drawing of the outer field cage and gas enclosure for the STAR TPC.

Material Type | Max. Operating T/G °C Voltage (V/mil) Aged rating WeC/m
Temperature (°C) Note 1 (V/imil)
FR4 105-130 160 800 300/150 0.21
FR4 Hi-Temp. 130-150 170 800 300/150 0.22
BT Epoxy 140-160 180 1300 600/400 0.40
Polyimide 150-190 200 900 700/500 0.25
HVPF* 180-200 210 3000 to 7000 3000/2000 0.28

*HVPF is a trademark of Sierra proto express.

Figure 2.45: Dielectric strengths of various common circuit card materials, reproduced from
figures by Sierra Proto Express, a Palo Alto-based circuitry company specializing in high
voltage circuit card for both terrestrial and satellite applications.

«20 SPHENIX is working with the Sierra Proto Express company to develop a robust solid core
221 solution for the outer field cage that would maximize the reliability and longevity of the
ez device. Although a multi-material, layered ultimate design is likely, the table below shows
s the required thicknesses for safety factors of 3X and 5X in the design assuming a single
22« Mmaterial type and neglecting contributions other than the insulator itself. Calculations
s here use the worst-case aging estimates from Sierra for each material type. These initial
226 calculations seem promising, meaning that the “air gap” solution is presently considered
ez only as a fallback option. If the solid option realization has a sufficiently small radiation
2 length, it can also be considered for the entrance window, thereby simplifying the design.

N
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Material | xo (cm) | Volt/mil 3X Safety 5X Safety
FR4 16.76 150 | 1.72 cm (10.3%x0) | 2.88 cm(17.2%x0)
Kapton | 28.58 500 0.52 cm (1.8%x0) | 0.86 cm(3.0%x0)
HVPF | 2857 2000 | 0.13 cm (0.45%)0) | 0.22 cm(0.75%x0)

After a complete suite of successful tests of the HVPF product we were disappointed to
learn that Sierra could not expend their production process to pieces larger than 8” x 8”
tiles. Fearing the worst for the many seams between these tiles we instead turned in the
direction of lamination-in-place of multi-layer Kapton of the same base stock as is used for
HVPE. Lab tests indicate that our design has a very large safety margin. We have designed
a lamination tensioner system that will provide Kapton to the TPC shall at uniform tension
to avoid trapper air pockets in the laminate.

Figure 2.46: Mechanical modeling of the TPC is in an advanced stage including the device
itself and also transportation/handling fixtures and assembly fixtures.

Mechanical designs for the TPC have reached an advanced stage. This advancement has
been partly driven by our wise choice to prototype the TPC field cage at full size. Our
budget allows for two complete field cage construction projects (prototypes vl & v2),
however, if the v1 device proves suitable for our needs the cost savings can be recovered.
Figure 2.46 shows the advanced model concepts for the overall TPC including handling
cart and central membrane installation tooling.

Figure 2.47 shows the plan for installation of the TPC into sSPHENIX. Each wagon wheel has
fittings for a rolling brace that will allow the TPC to roll in supported by a long cylindrical
tube. The two ends of the tube will be held up by both the handling cart (delivery vehicle
for the TPC and a second similar cart at the far end.The Handling cart falls within the
scope and budget of the TPC, whereas the second cart is costed in the installation work
package.

A conceptual holding fixture is also modeled for the TPC. We choose to hang the TPC from
the HCal since the EMCAL walls are thinner material to reduce radiation length. Each side
of the TPC accepts a “1.4 top-hat” shape. Two top-hats (east and west) are used to hang
the TPC form the HCAL and thereby in the sSPHENIX aperture.

Because our momentum resolution depends critically upon the lever arm of the TPC track-
ing we wish to track as close to the TPC field cage as possible. One realizes immediately,
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Installation Concept

Figure 2.47: Installation of the TPC will include use of the handling cart and a second cart.
The device will roll on temporary fixtures into place inside the already-assembled EMCAL.

TPC supported by Hcal
(EMCal not possible)

Figure 2.48: Because the EMCAL external structure does not provide sound support points
for the TPC, we envision supporting the device from the inner HCAL.

s however, that a step-function approximation to a uniformly decreasing potential creates
s non-uniformities in the electric field. These non-uniformities have a pitch that matches the
7 segmentation of the electrode rings (colloquially called ”stripes”) and also a radial extent
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Figure 2.49: To improve field uniformity and bring the useful gas region as close as possible
to the field cage, we have chosen a very fine field cage pitch (2.8 mm). This pitch is realized
using SMD resistors of the HVPW (High Voltage Pulse Withstanding) variety. Current flow
follows the yellow arrows.

that varies linearly with the pitch. It is therefore important to minimize the pitch of the
striped electrodes.

Figure 2.49 shows the pattern we have chosen. Here a pitch of 2.8 mm is chosen and the
resistive divider chains are made from surface mount components. Although physically
small resistor packages are traditionally considered a failure risk, the resistors we have
chosen are of a new type known as HVPW or High Voltage pulse Withstanding resistors.
Each of the 1500 resistors in our multiple chains is rated to survive a 15 kV surge.

2.5.8.1 TPC Mechanical Tolerances

We have undertaken and completed an exhaustive simulation program to allow us to
accurately specify the mechanical tolerances for the TPC field cage. For each variant of
“mis-construction” (see Figure 2.50, we have used Ansys to create a full field map. Two
such variants include modules that are out of plane from their desired alignment and
having the central membrane out-of-plane.

Once the electric field distortions are known, we use GARFIELD with the distorted electric
field map and an ideal magnetic field map to measure the average position error from the
pad plane by allowing the electric field distortions to go uncorrected. The net result of this
lengthy procedure is that we are able to derive a complete suite of mechanical tolerances
to which the field cage must conform in order to minimize tracking errors. Examples of
these distortions for different electron launch points under the condition of 1 mm tilt of
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Figure 2.50: Ansys calculations have been performed to compare the electric field of an ideal
TPC to that of a TPC build with manufacturing errors. These field calculations assist in
defining the production tolerances.

the central membrane are shown in Figure 2.51. An interesting output from this study is
the discovery of a local minimum in the field-induced distortions of the TPC us run under

the conditions vy X B ~ E; 7t~ We are lucky at or very near this condition in both our
candidate gases.
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Figure 2.51: For each mechanical error calculated by Ansys, the distorted field us feed into
GARFIELD so that position measurement errors can be deduced. Calculations not only yield
a quantitative impact study of field cage errors, they also demonstrate a local minimum in
tracking error when v;¢; X B ~ E;; 1, as is the case foe Ne2K gas.

Another substantive issue for the TPC is the size of the gas volume and maintaining
cleanliness of the gas. Although it is true the PHENIX constructed an exceptional gas
system for the old HBD detector (below 5 ppm and O, and H,O at all times, the sSPHENIX
TPC i a much larger gas volume and will require special care in defining its fittings.

Our designs that are presently under construction for the full-scale prototype call out
making both the wagon wheels and their mating pieces from solid Al block. Although this
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is by no means inexpensive, it allows for vacuum-quality seals at all places.

Figure 2.52: The TPC “wagon wheel” shall be machined from single piece Al to eliminate
cracks and minimize leaks.

Figures 2.52 and 2.53 show the details for completing the seals. The wagon wheels shall
seal to the field cages using spring-energizes elastomer gland seals. These will proceed
for simple insertion thereby eliminating the need to excessive force applies to the field
cage cylinders during assembly. Furthermore, each TPC avalanche module will achieve an
O-ring seal against the wagon wheel pieces.

2.5.8.2 TPC Fabrication

Because of the size of the TPC, the fabrication of all parts could, in principle, be accom-
plished at any of our collaborating institutions worldwide. That said, it would nonetheless
be simplest if the field cage assembly was done locally, with smaller parts made around the
world. This model proved quite effective in building the PHENIX Hadron Blind Detector,
wherein the individual parts were manufactured at the Weizmann Institute of Science in
Israel, and the assembly was accomplished at Stony Brook University.
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Figure 2.53: The “wagon wheel” includes allowances for all services, feedthroughs, installa-
tion fixtures, and support fixtures.

Because of the need to maintain active area to the largest radius, our designs for the TPC
field cage and gas enclosure will be biased toward the thinnest of robust designs. Thus, the
STAR and ILC field cage designs are the most appropriate as models for our work. Those
devices were manufactured using large mandrels upon which layers of flexible circuit
card and honeycomb were applied. Each mandrel is designed to release by “collapsing”
to smaller radius after the TPC shell is cured, thereby releasing the shell. The completed
shells are then outfitted with aluminum spoke-like end caps and a central membrane to
form the completed field cage. We intend to design the field cage to safely hold the highest
potential currently under investigation (ALICE gas ~ 37 kV).

The open ports between the spokes of the end caps will be filled with “mechanical blank”
modules to allow the field cage to become gas tight during the prototyping stage. This
will allow full testing of the high voltage stability of the field cage without any of the gain
stage modules in place.

During the prototyping stage, single items of the prototype gain stage module will be
built. Because of the finite size of these units, there is a list of institutions that are capable
of prototype construction, including Weizmann, Stony Brook, BNL, PNPI, Temple, and
Vanderbilt. All of these institutions have past experience in the PHENIX HBD construction,
or in the ongoing construction of the inner TPC layers for the ALICE upgrade. We envision
two full sized prototypes whose design is driven by results from our ongoing TPC gain
stage R&D, which has been funded by the EIC R&D program. As described below, we
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have already garnered extensive experience in multiple gain stage technologies, as well as
a number of clever readout scheme applications.

The so-called “pre-production prototype” will be the third and final stage of full sized
prototype construction. Barring any discovered deficiencies, “production” would involve
the manufacture of the remaining gain stage modules as well as spare units. As with the
prior work, it is likely that much of this effort will take place ”off site” from the location of
the field cage itself, with working modules shipped via clean, dust-free packaging.

GEM Modules in their
Proper Array

Figure 2.54: TPC modules have only ;+” gap and localize penetration services (gas, laser,
temp, pressure, ...) at the “corner points”.

Figure 2.54 shows the fit of the modules after assembly. a 1/6” gap is standard between all
modules Furthermore at each corner junction, the modules allow for 1/4” feed-through
allowing for gas in/out and laser signals.

Figures 2.55 and 2.56 highlight the gland seals.

2.5.9 TPC cooling and cabling

Our cooling requirements for the TPC electronics will be significant. Although we are only
cooling % as many channels as ALICE, these channels are distributed over only % as much
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Spring-Energized Static Gland
Seal for Outer Field Cage

Figure 2.55: Both the inner and outer field cages avoid O-ring-induced distortions of the
wagon wheel by making an annular seal. Stresses are further minimized using a spring-
energized gland seal.

surface area. Therefore the power required from our cooling plant will be smaller overall,
but we will need to design for very effective heat transfer to the cooling lines.

Figure 2.57 shows the configuration of the cooling plant currently in use by the ALICE
experiment. The key feature of this cooling plant is that the coolant is delivered at pressures
below one atmosphere so that in the event of a leak, gas is introduced into the coolant rather
than coolant introduced into the gas. The ALICE resistor chains dissipate a significant
amount of power (8W in each of 4 resistor bars). Higher power in the resistor chain is
driven by the need for robust performance in the face of stray currents due to nearby
ionization. Although the track density in SPHENIX and ALICE are very similar, the charge
load onto the ALICE TPC frame is much higher. Among STAR, ALICE, and ILC, only
ALICE water cools their resistor chain. Since our power dissipation will be the least of
these three applications, we are safest to not water cool the resistor chain, and thereby
preclude from the outset the risk of water leaking into the chamber. Our resistor chain
design dissipates ~1 Watt.

The cable plant for the TPC includes a pair of shielded coaxial high voltage leads whose
diameter will be under 5" (e.g. Dielectric Sciences 2125: 100 kV; O 0.4”). Each sector will
receive bias for the GEMstack as 8 independent voltages. The readout cards, will receive
DC power input, optical connections for slow control and optical connections for data
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Figure 2.56: Schematic layout of TPC main elements.

output. To the extent possible, this significant cable plant will be localized so as to align
with the end cap spokes, to minimize the radiation depth for the end cap detector systems.

2.6 TPC installation and calibration

The assembly order for sSPHENIX specifies that the TPC will be inserted from the end after
the calorimeters have already been installed onto the magnet.

TPC calibration will be achieved using a laser system, similar in philosophy to that used
by STAR and prototypes for the ILC. Because the work function of aluminum is low, a
UV flash will release electrons. Both the STAR TPC and the ILC TPC prototype used a
pattern of aluminum applied to the central membrane to produce these reference tracks.
The pattern used by STAR consists of lines shown in Figure 2.58, whereas that of the
ILC was a pattern of dots. The laser system will not only provide an initial reference
calibration, but can be fired at regular intervals (PHENIX fires their EMCAL laser at 1 Hz)
during data collection to provide a continuous calibration of the drift velocity and space
charge distortions. Gain calibrations can be roughly estimated using cosmic rays, but final
calibration will use collision data. In addition to the central membrane pattern, we will
shoot lasers directly through the gas at angles from the access points provides in the corner
module meeting places.
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Figure 2.57: Diagram of the cooling plant in use the the ALICE TPC. The cooling plant is an
under pressure system so that any leak results in gas bubbling into the coolant rather than
coolant dripping into the detector.

Figure 2.58: Photograph of the central membrane of the STAR TPC. The pattern of Aluminum
strips is used to release electrons via laser flash as a calibration signal.
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3.1 Physics Requirements

The EMCal performance is central to the direct photon and upsilon measurements and
it is also a key component, along with the hadronic calorimeter, of the calorimetric jet
reconstruction. In this section the photon and upsilon requirements for the EMCal are
discussed.

g 10 p+p Ratios (NLO pQCD)
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Figure 3.1: NLO pQCD calculations of direct photons and 7t° for RHIC and LHC. The plot on
the left shows the counts per event in Au+Au or Pb+Pb collisions (including the measured
Raa suppression factor for 7°). The upper (lower) panel on the right shows the direct 7 to
7¥ ratio in p+p (Au+Au or Pb+Pb) collisions, in comparison with measurements from the
PHENIX experiment at RHIC [5, 6].

Direct photons and their correlation with jets are a unique probe of partonic interactions in
the QGP. Photons can be the result of a hard scatter (for example gg — yq). The photon,
not carrying color charge, does not interact strongly with the QGP and thus provides
a direct measure of the momentum transfer of the hard scatter itself that is accessible
in the final state. This is in contrast to dijet systems where both jets interact strongly
with the QGP. Direct photon measurements in heavy ion collisions are limited by the rate
of the photon production and the efficiency and purity with which the photon can be
identified. Therefore, the main requirements on the EMCal from photon measurements
are on the size of the acceptance and the contamination of the photon candidate cluster by
energy deposited near the photon from the underlying event. As illustrated in Fig. 3.1, the
photon/ ¥ discrimination is not a driver of the calorimeter performance at the momenta
of interest at RHIC.

62



1088

1089

1090

1091

1092

1093

1094

1095

1096

1097

1098

1099

1100

1101

1102

1103

1104

1105

1106

1107

1108

1109

1110

1111

1112

1113

1114

1115

1116

1117

1118

1119

Electromagnetic Calorimeter Detector Design

For heavy ion collisions, one goal is that the detector resolution and segmentation not
be a limitation on the electron cluster reconstruction compared to the underlying event
background in a central heavy ion event. A typical cluster size (a 3x3 tower array) contains
about 320 MeV of underlying event energy in the EMCal (see Fig. 8.16). For an Y-electron
cluster of 4 GeV, the underlying event blurring would produce a comparable contribution
to the energy resolution with a detector resolution of AE/E < 16%/ VE.

For the Y, the EMCal requirements are driven by the need to reject hadrons by a matching
condition between the track momentum and the EMCal energy. Hadrons misidentified as
electrons will lead to an increased combinatoric background in the Y mass distribution.
The design goal is to optimize the electron identification efficiency with respect to the
pion rejection by the calorimeter energy matching condition. As in the photon case,
central Au+Au collisions are the most challenging environment and drive the detector
specifications. The physics requirement is to be able to have sufficient statistical precision
to measure the suppression of the three Y states separately.

3.2 Detector Design

3.2.1 Design Requirements

The design requirements for the SPHENIX electromagnetic calorimeter are based on the
physics requirements described in the previous section. The calorimeter will play a
major role in both the measurement of jets and single photons out to high pr, as well as
identifying and measuring the energies of the electrons from Y decays. In addition, the
calorimeter must fit inside the BaBar magnet and allow space for the tracking system that
will reside inside the calorimeter. The calorimeter should also be as compact as possible in
order to minimize the overall size and cost of the hadronic calorimeter. The basic detector
design requirements can be summarized as follows:

e Large solid angle coverage (& 1.1 in 1, 277 in ¢)

e Moderate energy resolution (< 16%/+/E & 5%)

e Fit inside BaBar magnet

e Occupy minimal radial space (short Xy, small Ry)

e High segmentation for heavy ion collisions

e Minimal cracks and dead regions

e Projective (approximately)

e Readout works in a magnetic field
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e Low cost

The requirement for large solid angle coverage is driven by the need to accumulate high
statistics for measuring jets and single photons out to the highest pr possible in an unbiased
way using full jet reconstruction over the entire central rapidity region. The requirement
for the energy resolution is determined by achieving the best resolution possible consistent
with the contribution to the energy resolution from the underlying event in central heavy
ion collisions. The energy from the underlying event also requires the tower size to be
small (~1 R%,) in order to minimize the background contribution for measuring the jet
energy or the electron energy from Y decays. This then also determines the minimum
inner radius of the calorimeter and the required level of segmentation. The current design
places the inner radius of the calorimeter at 90 cm and has a segmentation of 0.025 x 0.025
in A x A¢, which leads to 96 x 256 = 24,596 towers over the full rapidity and ¢ range.
Figure 3.2 shows the energy deposition in the SPHENIX calorimeter system as a function
of the geometric position in the detector. In Figure 8.16, this is quantified in terms of
the distribution of energy in single calorimeter towers and in 3x3 tower sums for central
Au+Au HIJING events. The average energy for the tower sum is ~320 MeV.

The requirement for minimal gaps and dead regions is driven by the need to measure jets
over a large solid angle with good uniformity. Gaps are particularly undesirable since they
can lead to missing energy for the electromagnetic component of the shower.

Projectivity in two dimensions (2-D proj.) is desired for the upsilon program. With a
one dimensionally projective calorimeter (i.e., projective in ¢ only, or 1-D projective), the
pion rejection at fixed electron efficiency degrades with increasing ||, as electrons enter
the calorimeter at increasing angles. The resulting shower is spread through a larger
number of towers (Figure 8.13) and thus has higher contributions from the underlying
event overlapping with the cluster, blurring the electron/hadron separation. At 70%
electron efficiency the pion rejection degrades from a factor of 100 in the two dimensionally
projective case to 60 for 0.7< |57| <0.9 (see the discussion of Figure 8.20). This results in an
increase in the combinatoric background and a corresponding decrease in the statistical
power of the upsilon measurements.

The technology chosen for the EMCAL utilizes an absorber consisting of a matrix of
tungsten powder and epoxy with embedded scintillating fibers (W /SciFi), similar to the
SPACAL design that has been used in a number of other experiments [7, 8, 9, 10, 11]. In
order to work inside the magnetic field, the readout will utilize silicon photomultipliers
(S5iPMs), which provide high gain and require minimal space. The readout will digitize
the SiPM signals and also provide a trigger for high energy electrons and photons. The
W /SciFi absorber matrix was developed at UCLA and has been tested several times in test
beams at Fermilab [12, 13]. The matrix is formed by preparing an assembly of 0.47 mm
diameter scintillating fibers, held in position by a set of metal meshes. The nominal center
to center spacing of the fibers is 1.0 mm. The fiber assembly is encapsulated in a mixture
of tungsten powder and epoxy, which is compacted by vibration to achieve a density ~
9-10 ¢/cm?. This results in a sampling fraction ~ 2.3% with a radiation length Xy ~ 7 mm
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Figure 3.2: Visible energy density in the SPHENIX calorimeter systems in central Au+Au
collisions. The electromagnetic calorimeter at radius of ~100 cm observes a high amount of
background energy density, which is quantified in Figure 8.16 in a later section. Each block
of the EMCal consists of two towers in the z-direction.

and a Moliéere radius Ry ~ 2.3 cm.

The design of the EMCal has been developed with the use of simulations, tests of indi-
vidual calorimeter components, development of a complete mechanical design, and the
construction and evaluation of several prototype calorimeters that have been studied along
with the hadronic calorimeter in a series of beam tests. These various efforts of the EMCal
design are described in the sections below.

3.2.2 Block Design and Construction

The full scope of the EMCal will require a total of 24576 towers, in 6144 blocks, each
of which contains 2 x 2 towers. The manufacturing of such a large number of blocks is
at an industrial scale. The Nuclear Physics Group at UIUC has significant production
capabilities and expertise in producing detector components of this type. They have, in
fact, built a similar tungsten-scintillating fiber calorimeter in the past in connection with
the g-2 experiment [14]. Through our R&D program they have now developed extensive
expertise and experience in producing the absorber blocks (see Section 3.3).

The procedure to fabricate the blocks is as follows. First the fibers are cut to the desired
length. Then the fibers are filled into the screens (see Figure 3.3 for a drawing of a typical
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screen) as they are supported by a 3D printed holder placed at the top of a plastic cup
which is used as a support structure (see Figure 3.4). Each block contains 2668 fibers. When
the screens have been verified to be filled the fiber assembly is placed in a mold with
machined slots to hold the screens in the proper place. The fibers are brought away from
the edges of the mold near the read out end in order to make the area of the light collecting
surface the same for all the block shapes (see Figure 3.5). This improvement allows for
a single light guide size to be used for all block shapes. Additionally, it brings the fibers
away from the edges of the light guides where the light collection efficiency is lower. The
tungsten is then poured into the mold from the top. Vibration is used to ensure there are
no voids in the tungsten filling. When the tungsten has been poured, the epoxy is poured
over the top of the assembly as well as through the end caps and drawn through with a
vacuum from the bottom of the mold. The block is left for at least 24 hours to allow the
epoxy to dry. An example drawing of a block is shown in Figure 3.6. Table 3.1 lists some of
the properties of the materials used in the fabrication.

When the epoxy is dry the block is removed from the mold. The edges of the screens
are removed from the sides of the block and the top of the block is machined. The ends
of the block are machined to expose the fibers. The quality of the end surfaces of the
fibers is important for the performance of the calorimeter blocks since it directly affects
the light output. A clean cut end with minimal fiber damage is required to maximize
the scintillation light collection from the blocks. The ends are diamond-fly cut to provide
such a surface. The blocks are tested locally for light transmission, density, and physical
dimensions and then shipped to BNL for assembly into sectors.

3.2.3 Module and Sector Design

The EMCal will consist of 64 sectors (32 azimuthal x 2 longitudinal) that are supported by
the inner HCal. Figure 3.8 shows the installation of an EMCAL sector on the Inner HCAL.
Each sector will subtend 11.2 deg in ¢ and cover 1.1 units in 7. They will be supported by
rails that will be used for installing each sector one at a time and will allow removal of any
sector for service or repair. A sector contains 96 modules that form 384 towers (96 in 7 x 4
in ¢). Each module consists of an absorber block that is divided into 2 x 2 towers, each
with its own light guide that is read out with 4 SiPMs. Table 3.2 gives the key parameters
for the EMCAL modules and sectors.

The EMCal towers are projective in both 77 and ¢ (i.e., 2D projective) but arranged so that
they point slightly off the collision axis. This is done to minimize the effects of boundaries
within the blocks and possible channeling of particles through these boundaries. In
addition, since the collisions are distributed longitudinally with a ¢ ~ £10 cm, the towers
do not point directly to the interaction point. The pointing of the blocks back toward the
interaction point is shown in Figure 3.9. This configuration ensures a minimal EMCal
thickness of about 18 Xy when viewed from the vertex region in the sSPHENIX acceptance
of || < 1.1. The average thickness of the active components of the EMCal is 20.1Xj and
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Figure 3.3: Drawing of a typical screen for the 2D projective EMCal modules.

0.83M,,;.

Figure 3.10 shows the layout of the absorber blocks inside an EMCAL sector along with
the internal electronics and cooling. Each module forms a slice in ¢ that gradually tilts
along the z axis in order to project back to a position near the vertex at larger rapidity. The
96 blocks for each sector are glued to a sawtooth support structure, shown in Fig. 3.11,
that is attached to a metal plate (strong back) that is attached to the rail system which is
mounted on the inner surface of the Inner HCal. The entire sector is enclosed in a thin
walled stainless steel box that provides overall support and light tightness. Figure 3.12
shows a cross section of the sector showing the location of the absorber, the light guides,
front end electronics and cabling. The towers are read out from the front at the inner radius
of the detector. This allows access to the electronics from inside the magnet through a
removable cover on the sector enclosure.

67



1228

1229

1230

1231

Detector Design Electromagnetic Calorimeter

Figure 3.5: Photo of a cast block with the fibers on the read out end of the block moved away
from the edge of the block to make the size of the light collection area the same for all block
shapes.

3.2.4 Light Guides

Light guides are used to optically couple the SiPMs to the readout surface of the calorimeter
blocks. Each light guide will define a readout tower. The surface area of a single tower is
roughly 19.8 mm x 19.8 mm = 392 mm?, while the combined active area of the 4 SiPMs
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Figure 3.6: Technical drawing of a 2D projective block produced at UIUC.

is 4x (3 mm x 3 mm) = 36 mm?, so only 9 % of the active area is covered by the optical
sensors. The severe space limitations inside the sector require the use of a very short light
guide, and considerable effort was spent by using optical ray tracing simulations and
actual measurements in the lab to optimize its design.In the end, it was found that a simple
trapezoidal design gave the best overall light collection efficiency (~ 15 % for the 4 SiPMs)
and was the simplest to construct. Figure 3.13 shows the final design of the light guide.

However, because we require ~ 25K individual light guides for all the towers, and the
cost for machining such a larger number was prohibitive, it was necessary to find a cost
effective method for producing them. The solution in the end was to produce them by
injection molding using a UV transmitting acrylic, but it required a very specialized process
to produce optical quality parts using this method. This process was finally successfully
developed by a company that specializes in high precision injection molding (NN, Inc. in
East Providence, RI). The result was very high quality light guides at a price of ~ $10 a
piece. Figure 3.14 shows some samples of the light guides after they are produced with the
injection molding sprue still attached, after machining and finally glued onto the absorber
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Material Property Value
Tungsten powder HC Starck 230 mesh
Particle size < 230 ym
bulk density (solid) > 18.50 ¢/ cm?
tap density (powder) >10.4 g/cm®
purity > 99.5 percent W

impurities (< 0.1 percent) Fe, Ni, Co, Cr, Cu, Mo
Scintillating fiber ~ Saint Gobain: BCF12 SC

tiber diameter 0.47 mm
cladding single
core material polystyrene
cladding material Acrylic
emission peak 435 nm
decay time 3.2ns
attenuation length >1.6m
Epoxy Epo-Tek 301
pot life 1-2 hours
index of refraction 1.519 at 589 nm
spectral transmission > 99 % at 382-980 nm

Table 3.1: EMCal module component materials

e il

Figure 3.7: 2D projective block produced at Illinois.

127 block. Silicone cookies are then used to optically couple the SiPMs to the light guides.
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Parameter Units Value
Inner radius (envelope) mm 900
Outer radius (envelope) mm 1161
Length (envelope) mm 2 x 1495 = 2990
tower length (absorber) mm 144
Number of towers in azimuth (A¢) 256
Number of towers in pseudorapidity (A7) 2 x 48 =96
Number of electronic channels (towers) 256 x 96 = 24576
Number of SiPMs per tower 4
Number of towers per sector 384
Number of sectors 2x32=064
Sector weight (estimated) kg 326
Total weight (estimated) kg 20890
Average sampling fraction 2.3%

Table 3.2: Key parameters of the EMCal modules and sectors

Figure 3.8: EMCal sector showing installation on the Inner HCal.

s 3.2.5  Sensors

1249 The photosensor selected for the EMCal is the Hamamatsu 512572-015P SiPM, or Multi
120 Pixel Photon Counter (MPPC), described in detail in the Electronics - 5.1 Optical Sensors
1251 section of this document. This device will be used for both the HCal and EMCal. The
12 EMCal will use a 2x2 arrangement of 4 SiPMs per tower, passively summed into one
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T, 2

Figure 3.9: Drawings showing the projectivity of the EMCal blocks along the beam direction
(left) and in ¢ (right).

Figure 3.10: EMCAL sector showing internal block layout, electronics and cooling.

preamp /electronics readout channel. Figure 3.15 shows the four-tower SiPM pcb and
ribbon cable. The 4 SiPMs will be gain-matched (selected) and will share a common bias
voltage.

3.2.6 Electronics

The readout electronics for the EMCal consists of the analog front end, slow controls,
digitizers and power distribution system. The EMCal Preamp Board consists of an 8 x 2
array of preamplifier circuits that are laid out to match the geometry of the light guides.
The Preamp Boards are mounted directly to the light guides. The analog signals from each
of the four SiPMs associated with an EMCal tower are passively summed into one readout
channel. The analog sum signal is amplified with a common-base transistor amplifier,
shaped with a 30 ns peaking time and driven differentially to digitizer electronics located
near the detector. The analog signals are digitized with a Flash ADC operating at 6 times
the beam crossing (BCO) frequency and stored in a digital pipeline with a 40 BCO latency.
Upon receipt of a Level-1 (L1) trigger, the digital wave form is transferred to a readout
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Sawtooth support structure used to support the blocks inside the EMCAL

Figure 3.11:
sector.
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Figure 3.12: Cross sectional drawing of an EMCal sector.

1267 buffer capable of buffering up to 5 events for readout to the data acquisition system via a
s high speed optical link. The digitizer boards also compute trigger primitives which are
120 transmitted to the Level-1 trigger system through independent optical fiber links. Full

1z70 - details of the calorimeter electronics can be found in Chapter 5.

en 3.2.7 LED Calibration
122z Pulsed LEDs (450 nm), mounted on the SiPM side of the preamp PCB, and projecting light

1273 into the lightguides, will be used to calibrate the detector channels and monitor gain drift.
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Figure 3.13: Final design for the EMCal light guides.

Figure 3.14: Light guides produced by injection molding showing parts after removal from
the mold, after machining and finally glued onto absorber block.

3.2.8 Cooling

The gain of the SiPMs have a strong dependence on temperature and we therefore need
to stabilize and monitor their temperature during operation. In addition, we expect the
dark current in the SiPMs to increase significantly due to exposure to neutrons over the
course of running for several years. From simulations of the expected neutron fluence and
measurements done in the PHENIX experimental hall, we expect that the total neutron
exposure in five years of running may reach ~ 10!! n/cm? and the dark currents to reach
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Figure 3.15: Four-tower SiPM PCB and lightguides. Each tower is read out with four SiPMs.
The SiPMs will be optically coupled to the narrow end of the light guide using a clear silicone
adhesive.

up to several hundred pA per device. We therefore need to provide additional cooling to
reduce the noise as it increases over time. A liquid cooling system is being designed that
will cool both the preamps and the SiPMs themselves This system is integrated with the
readout electronics and cabling scheme inside the sector and is designed to fit in the ~ 7.5
cm of radial space, as shown in Fig 3.12. A prototype version of this cooling system has
been designed and implemented in the V2.1 EMCAL prototype described below and was
tested along with the detector in the test beam in the spring of 2018.

3.3 Prototyping and Testing

Over the past 3 years, several prototypes of the EMCAL have been built and tested in
order to study its design and improve its performance. These prototypes have evolved
from the original 1D projective UCLA design to the 2D projective design that is in the
current design of the sSPHENIX detector. Each of these prototypes was tested in the beam
at the Fermilab Test Beam Facility (FTBF) in order to measure their energy resolution,
linearity and other key performance parameters. They each were tested in a stand alone
configuration where the EMCAL prototype was studied in detail by itself, and also in
combination with prototypes of the Inner and Outer HCAL:s to simulate the final SPHENIX
configuration. The sections below give a brief description of the results from these tests.
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3.3.1 1D Projective Prototype (V1)

The tirst EMCAL prototype (V1) consisted of 1D projective blocks similar to the blocks that
will be used in the detector for the most central rapidity range. The blocks were essentially
copied from the original UCLA design and consisted of a combination of blocks produced
at UIUC and by the company that supplied the tungsten powder for all of the blocks
(Tungsten Heavy Powder). The prototype consisted of an 8 x8 array of 64 towers made up
of 1x2 tower 1D projective blocks. The detector was tested at the FTFB in the winter of
2016 and the results from this test have been published [15]. As an overall summary of
the results, Figure 3.16 shows the energy resolution measured for this prototype for the
beam centered on a single tower. For the UIUC blocks at an incident beam angle of 10°,
the measured energy resolution was 12.7%/+'E @ 1.6% after unfolding a 2% momentum
spread of the beam, which agrees well with tests done by the UCLA group with similar
prototypes of their design [12, 13].

& UILC §0° incident Angi=

FE,AEE = 7% (5pin} & 1.5% & 12.7%0E

4 THP 10" Incident Angis

FEAEE = 2% (Spip} & 0% & 14%1E

- — —- 10F Simuinion: AEE = 2% ) © 1.5% & 11.4a%0E
01 UILC 45* Incident Angle

| — FRAEE = 7% (5pin} & 0% & 12 1%1E

| == —- 45* Simuinfion: AETE = 2% (Apin) © 0.1% & 11 0%0E

=
&
IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

GIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
2 4 L] il 10 12 14 16

Energy (GeV)

Figure 3.16: Energy resolution measured for the first EMCAL prototype (V1) consisting of
1D projective with the beam centered on a single tower.

An additional important test in the 2016 test beam results is shown in Fig. 3.17, which
shows the hadron rejection of the EMCal as tested and described in Ref. [15]. The measured
rejection factor compares well to three different GEANT4 simulation configurations as
shown in the bottom panel of Fig. 3.17. For electrons in the range of 4-5 GeV, where
electron and positron pairs from Y decays are expected to be measured in the sSPHENIX
acceptance, the hadron rejection as measured with the 1D projective prototype will provide
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the required discriminatory power for electron identification.
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Figure 3.17: The hadron rejection is shown as a function of the minimal energy cut for a 5x5
tower cluster for a negatively charged beam of momentum 8 GeV/c. The test beam data are
shown as a black curve, with uncertainties in grey, and are compared with several pi~ and
K~ simulation configuration curves.

3.3.2 2D Projective Prototypes (V2 and V2.1)

The second EMCAL prototype (V2) consisted of 2D projective blocks that represented the
large rapidity region (17 ~ 1) of the SPHENIX calorimeter. It consisted again of an 8 x8 array
of 64 towers which was made up of 16 2D projective blocks, each having 2x2 towers. These
were the first 2D projective blocks ever produced and allowed us to develop the numerous
new procedures required to produce these blocks. The prototype was tested at Fermilab in
2017, again in stand alone mode to measure its detailed performance parameters, and also
in combination with prototypes of the Inner and Outer HCAL. These results have been
presented at various conferences and appear in the proceedings [16].

We observed a strong position dependence to the shower response due to non-uniformities
in the light collection and dead material near the block boundaries. We corrected for this
using two methods. One was using a scintillation hodoscope in the beam to measure the
beam position and the other was to use the measured shower position from the calorimeter
itself. Both methods gave similar results and are shown in Fig.3.18 The energy resolution
measured over a 4x4 cm region of one of the blocks, which included the boundaries
between 4 light guides but not the boundaries between different blocks, was ~ 13.0%/+/E
@ 1.5% after unfolding a 2% momentum spread of the beam at an incident beam angle
of 10°, which is well within the sSPHENIX specs. However, when the beam spread was
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expanded and block boundaries were included, the energy resolution degraded slightly
as shown in Fig. 3.19. In this figure, the simulation does not exactly reproduce the test
beam measurements since the poor non-uniformities have not been implemented into
the simulation. We believe this degradation in the resolution was mainly due to initial
problems in producing the first 2D projective blocks that have now been corrected, and
we have also implemented additional improvements in the light collection as well. A new
version of the 2D projective prototype (V2.1) with the improved blocks has been tested in
the test beam at Fermilab in early 2018, and preliminary results show improvements in the
overall light collection around the block boundaries.
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Figure 3.18: Energy resolution measured for the second EMCAL prototype (V2) consisting
of 2D projective towers with the beam centered on a region containing several towers
but excluding block boundaries. Curves show two methods used for position dependent
corrections

3.3.3 2D Projective Prototype 2.1 Test Beam Results

As stated in a previous section, improvements in the production of 2D projective blocks
were made to create V2.1 which were tested in the Fermilab test beam in early 2018. In
particular the test beam probed the resolution and linearity of full towers as a function of
energy up to 28 GeV, including the block boundary.

Similar to what was seen with V2 blocks in the test beam, a position dependence to the
shower response was observed. This effect was corrected for using two methods, one
using a scintillation hodoscope to measure the beam position and the other used the self
determined shower position from the calorimeter. The energy resolution was measured
over a 2.5 x 2.5¢m? region, which corresponds to the size of a tower, on two blocks using
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Figure 3.19: The linearity (left) and energy resolution (right) of the 2D SPACAL prototype
including the block boundaries as measured in the 2017 test beam. The blue points show the
energy before the hodoscope position calibration, and the brown points show the energy after
the hodoscope position calibration. The resolution degrades slightly due to the inclusion of
the block boundaries, which contain non-uniformities.

s the two methodes as shown in figure 3.20. The regions were selected in such a way
16 to model tower locations, including the boundaries between the blocks. Utilizing the

w7 hodoscope based correction the energy resolution was measured to be 15.5 %/+/E @ 2.9%
s after unfolding a 2% momentum spread of the beam, as seen in figure 3.21.
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Figure 3.20: Energy resolution measured for the EMCAL prototype V2.1 consisting of
2D projective towers with the beam centered on the corresponding tower. Curves shown
correspond to the beam centered on two towers each looked at using the two methods used
for position dependent corrections
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X

The hadronic calorimeter (HCal), essential for the measurement of jets, is a steel-scintillator
sampling calorimeter. The HCal also serves as the flux return of the solenoid and provides
mechanical support for the solenoid and the detector components inside the solenoid. This
chapter describes the design of the HCal detectors, prototypes of these detectors, test beam
performance, and simulation results.

4.1 HCal Requirements and Overview

The performance requirements for the sSPHENIX HCal are driven by the physics require-
ments related to measuring jets in relativistic heavy ion collisions and the need to realize
the HCal in an efficient, cost-effective manner.

A uniform, hermetic acceptance is required between —1.1 < <1.1and 0 < ¢ < 27T to
minimize the systematic errors associated with energy that is not measured by the detector.
For similar reasons, the calorimeter system is required to absorb >95% of the incident
hadronic energy, which sets the required depth of the calorimeter system to 4.9 nuclear
interaction lengths!. The modest single hadron energy resolution requirement of & ~ 100%

VE

for the HCal is adequate in heavy ion collisions since, for low energy jets, the jet energy
resolution is dominated by the subtraction of the underlying event and not the energy
resolution of the HCal.

Key design aspects of the HCal are determined by the mechanical and practical limitations.
To limit civil construction in the 1008 interaction region at RHIC, it is highly desirable
that the SPHENIX detector fit through the existing shield wall opening. In addition, the
engineering challenge of supporting the HCal increases with the radius of the detector,
which drives a design that makes use of the HCal as the magnet flux return. For these
reasons we have chosen a novel tilted plate calorimeter design, which is described more
fully in the following sections.

In earlier phases of the design, the HCal comprised two compartments, called the inner
(inside of the solenoid) and the outer (outside thereof and acting as the flux return). While
the inner HCal as a detector subsystem is no longer part of the MIE configuration for
sPHENIX, the collaboration is working to realize an inner HCal through other funding
sources. Specifically, a consortium of collaborating institutions has submitted a “Major
Research Instrumentation” proposal to the NSF to purchase the active material and elec-
tronics to convert the aluminum frame (which is still part of the MIE) into an active detector
subsystem. In this chapter, the phrase “inner HCal” generally refers to the uninstrumented
aluminum frame, except in cases where earlier versions of the design are being discussed,
such as in the section on the prototype.

Ifor a typical 30 GeV jet where the leading particle carries 2/3 of the jet energy
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4.2 Detector Design

The design of the hadronic calorimeter has been developed by a program of simulation
and prototyping. The basic calorimeter concept is a sampling calorimeter with tapered
absorber plates tilted from the radial direction. Extruded tiles of plastic scintillator with an
embedded wavelength shifting fiber are interspersed between the absorber plates and read
out at the outer radius with silicon photomultipliers (5iPMs). The tilt angle is chosen so
that a radial track from the center of the interaction region traverses at least four scintillator
tiles. Each tile has a single SiPM, and the analog signal from each tile in a tower (five tiles
per tower) are ganged to a single preamplifier channel to form a calorimeter tower. Tiles are
divided in slices of pseudorapidity so that the overall segmentation is Ay x A¢ ~ 0.1 x 0.1.

421 Scintillator

Property

Plastic Extruded polystyrene

Scintillation dopant 1.5% PTP and 0.01% POPOP

Reflective coating Proprietary coating by surface expo-
sure to aromatic solvents

Reflective layer thickness 50pum

Wrapping one layer of 100 ym Al foil, one layer
of 30 ym cling-wrap, one 100 ym
layer of black Tyvek

Attenuation length in lateral (with ~2-2.5m
respect to extrusion) direction

Wavelength shifting fiber Single clad Kuraray Y11
Fiber size 1 mm round

Fiber core attenuation length >35m

Optical cement EPO-TEK 3015

Table 4.1: Properties of HCal scintillating tiles.

The scintillating tiles are similar to the design of scintillators for the T2K experiment by the
INR group (Troitzk, Russia) who designed and built 875 mm long scintillation tiles with
a serpentine wavelength shifting fiber readout [17]. The MINOS experiment developed
similar extruded scintillator tiles. The properties of the HCal scintillating tiles are listed in
Table 4.1.

The wavelength shifting fiber used is the Kuraray Y11 [18] single clad fiber. It was chosen
due to its flexibility and longevity, which are critical in the geometry with multiple fiber
bends. The properties of the HCal wavelength shifting fibers are listed in Table 4.2.
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Property

Fiber diameter
Formulation

Cladding

Cladding thickness
Numerical Aperture (NA)
Emission angle

Trapping Efficiency

Core material

Core density

Core refractive index
Cladding material
Cladding density
Cladding refractive index
Color

Emission peak
Absorption Peak
Attenuation length
Minimum bending radius

1.0 mm

200, K-27, S-Type

single

2 percent of d (0.02 mm)
0.55

33.7°

3.1 percent

polystyrene (PS)
1.05g/cc

1.59
Polymethylmethacrylate (PMMA)
1.19g/cc

1.49

green

476 nm

430 nm

>3.5m

100 mm

Table 4.2: Properties of Kuraray Y-11 (200) wavelength shifting fibers.

450 500 550 600
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— 1500
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Figure 4.1: Y-11 (200) WLS fiber emission spectrum for various fiber lengths (10, 30, 100, 300
cm, from top to bottom) (left) and transmission loss (right).

The fiber emission and absorption spectra are shown in Figure 4.1. The fiber routing was

designed so that all energy deposited in the scintillator is within 2.5 cm of a WLS fiber,
and the bend radius of any turn in the fiber has been limited to 35 mm based on T2K and
our own experience with test tiles. The two ends of a fiber are brought to the outer radius
of a tile where a small plastic holder carries a 3 x 3 mm? SiPM at 0.75 mm from the end
of the polished fibers. The HCal is north-south symmetric and requires 24 tiles along the
1 direction. The design requires 12 different shapes for tiles. Fig. 4.2 shows the tile and
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embedded fiber pattern.

Figure 4.2: Scintillator tiles in a layer of the HCal.

4.2.2 Detector design

The major components of the HCal are tapered steel absorber plates and 7680 scintillating
tiles which are read out with SiPMs along the outer radius of the detector. The detector
consists of 32 modules, which are wedge-shaped sectors containing 2 towers in ¢ and 24
towers in 7 equipped with SiPM sensors, preamplifiers, and cables carrying the differential
output of the preamplifiers to the digitizer system on the floor and upper platform of the
detector. Each module comprises 9 full-thickness absorber plates and 2 half-thickness
absorber plates, so that as the modules are stacked, adjoining half-thickness absorber plates
have the same thickness as the full-thickness absorber plates. The tilt angle is chosen to be
12 degrees relative to the radius, corresponding to the geometry required for a ray from
the vertex to cross four scintillator tiles. Table 4.3 summarizes the major design parameters
of the HCal, which is illustrated in Figure 4.3.

Since the HCal will serve as the flux return of the solenoid, the absorber plates are single,
long plates running along the field direction. The HCal SiPM sensors and electronics are
arranged on the outer circumference of the detector.

The SiPMs attached to the tiles in a given tower must be gain matched, because we plan to
provide the same bias voltage on all five of the SiPMs in a tower. This should be possible
by sorting the SiPMs according to the manufacturer’s measurements. The SiPM sensors,
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Parameter Units Value
Inner radius (envelope) mm 1820
Outer radius (envelope) mm 2700
Length (envelope) mm 6316
Material 1020 low carbon steel
Number of towers in azimuth (A¢) 64
Number of tiles per tower 5
Number of towers in pseudorapidity (Ar) 24
Number of electronic channels (towers) 64 x 24 = 1536
Number of optical devices (S5iPMs) 5 x 1536 = 7680
Number of modules (azimuthal slices) 32
Number of towers per module 2x24 =48
Total number of absorber plates 5 x 64 =320
Tilt angle (relative to radius) © 12
Absorber plate thickness at inner radius ~ mm 10.2
Absorber plate thickness at outer radius ~ mm 14.7
Gap thickness mm 8.5
Scintillator thickness mm 7
Module weight kg 12247
Sampling fraction at inner radius 0.037
Sampling fraction at outer radius 0.028
Calorimeter depth A 3.8

Table 4.3: Mechanical design parameters for the Outer Hadronic Calorimeter.

preamplifiers, and cables are arranged on the outer circumference of the HCal, with cables
exiting the two ends of the modules. Interface boards mounted at the ends of the modules
monitor the local temperatures and leakage currents, distribute the necessary voltages,
and provide bias corrections for changes in temperature and leakage current. As part of
the production QA, we have a requirement that tile plus SiPM pairs in each tower must
have a response within 10% of each other.

4.2.3 Mechanical Design

The mechanical design concept for the HCal relies on a load transfer scheme where the
tilted steel plates in the HCal form the primary structural members for transferring loads.
The concept further requires the HCal to support the solenoid independently from the
EMCal. The EMCal support structure is joined at its longitudinal ends by stainless steel
rings, which in turn are mounted to the HCal by mounting rings. The HCal sectors are
joined at their longitudinal ends by steel splice plates between adjacent sectors into a single
unit, which is mounted on the Central Platform. The reference design for the HCal support
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LIGHT COLLECTION SPACE

806.2

R2685.0

R2635.0
830.2

Figure 4.3: Transverse cutaway view of an HCal module, showing the tilted tapered absorber
plates. Light collection and cabling is on the outer radius at the top of the drawing.

structure is shown in Figure 4.4.

Validation of this mounting scheme has been demonstrated using finite element modeling
and analysis to calculate the stresses and displacements of the design concept.

4.3 Prototype construction

To verify the design performance, HCal prototypes have been assembled at Brookhaven
National Laboratory and tested at the Fermilab Test Beam Facility (FIBF) as experiment
T-1044.

e The first beam test was performed in February of 2014. It was during the prelimi-
nary stage of the detector development. The goals included characterization of the
light yield of the full detector for hadronic showers, as well as an investigation of
the energy response and calibration procedures. This prototype reflects an earlier
iteration of the design, where both the Inner and Outer HCal were located outside
of the solenoid magnet. In addition, fiber routing from this earlier design has since
been further optimized.

e The second beam test was performed in April of 2016. The prototype configuration
was intended for mid-rapidity configuration in the sSPHENIX detector and reflects
the current positions of the Inner and Outer HCal.
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: OUTER HCAL

MAGNET

SUPPORT RING

INNER HCAL

Figure 4.4: The HCal with support structure.

o The third beam test was performed in January 2017. The calorimeter was configured
in a manner that mimics the high-rapidity configuration of sSPHENIX. The same steel
was used as in the 2016 test. The main goal for this phase was to understand the
performance in the high-rapidity configuration.

e Additional beam test data was collected in 2018 with the high-rapidity HCal configu-
ration with improved EMCal blocks and testing an aluminum frame for the inner
HCal.

This section will focus on the set-up and results from the 2016 and 2017 prototype tests. The
T-1044 test beam configurations include both sections of Inner and Outer HCal prototypes
as well as an EMCal prototype. The Inner and Outer HCal prototypes are constructed
as a small pseudorapidity and azimuthal segment (A x A¢ = 0.4 x 0.4) of the full scale
sPHENIX design. A mock cryostat, comprising three vertical plates of aluminum, was
placed between the Inner and Outer HCal to provide as many radiation lengths of material
as a particle would encounter traversing the SPHENIX solenoid (approximately 1.4 Xp).
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X DEFORMATION +/- 0.6mm Y DEFORMATION 1mm MAX

FINAL ASSEMBLY DEFORMATION IS WITHIN TOLERANCE

Figure 4.5: Results of finite element analysis of the HCal after final assembly, showing the
maximum deformation of the structure.

4.3.1 Tile Construction

Figure 4.6 (a) shows the tile production steps for the Inner HCal. The design of the Outer
HCal tiles are similar, but the Outer HCal tiles are larger to accommodate the larger radius
of the Outer HCal. The scintillation light produced in the tiles by ionization from charged
particles is contained within the tile and reflected diffusely by a reflective coating and
reflective tile wrapping. The light is absorbed by the fiber embedded in the scintillator.
Figure 4.6 (b) shows the fiber routing patterns for the tiles used in the 2016 study. As
shown in Figure 4.6 (c), the two ends of the fiber are brought together at the outer radius of
the tile where a small plastic mount supports a 3 x 3 mm? SiPM at the fiber exit. The fiber
exit is orthogonal to the tile edge and glued at a depth in the tile that allows for installation
of the SiPM centered around the fiber exits. The air gap between the fiber ends and the
face of the SiPM allows the emitted light to spread over the face of the SiPM, reducing
the probability of optical saturation resulting from two or more photons impinging on the
same pixel. A gap of 0.75 mm satisfies the following two requirements: (1) there be no
more than a 5% variation in the SiPM response when fibers and SiPM are misaligned by
0.2 mm; (2) no more than 20% loss of light outside of SiPM sensitive area.

Scintillating tiles for the calorimeter are manufactured by the Uniplast Company in
Vladimir, Russia. A dry mix of polystyrene granules, PTP, and POPOP is melted and
extruded, producing a continuous band of hot scintillating plastic 25 cm wide. The
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(a) Inner HCal scintillator tiles at different stages of production. The tiles shown
are after the extruded scintillator is cut to size (left), after application of the
reflective coating (middle) and after the groove for the fiber is cut.

(b) Inner HCal tile design patterns

(o) Plastic coupler to attach the SiPM at the fiber exit

Figure 4.6: HCal tile production. (a) Inner HCal scintillating tiles in several stages of
production. From left to right tiles are machined, then coated, and then the WLS fiber
is embedded. (b) 4 scintillating tiles arranged symmetrically around 7 = 0 to be inserted
between the steel absorber plates. (c) SiPM installation at the fiber exit using a plastic coupler.
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scintillator is then cut into 2 m long pieces. After passing inspection for defects and
discolorations, these pieces are mechanically machined into the tiles according to the
specified dimensions. The tiles are then placed in a bath of aromatic solvents resulting
in the development of a white diffuse reflective coating over the whole tile surface with
an average thickness of 50 ym. This process also removes microscopic non-uniformities
normally present on the surface of extruded plastic, which decreases aging and improves
the ability of the tile to withstand pressure without crazing. It also enhances the efficiency
of light collection in tiles with embedded fibers. The coated tiles are then grooved and
WLS fibers are embedded. The fibers are glued using optical epoxy (EPO-TEK 301) with
special care given to the fiber position at the exit from the tile. The fibers are cut at the tile
edge and polished by hand.

4.3.2 Tile Testing

To determine the light response across the tiles, various studies have been performed. In
one study, an LED with a collimator is attached to a mount on a two-dimensional rail
system with very accurate stepper motors. This allows an automated analysis with very
high positional precision. The LED scans of the Outer HCal tiles consist of 174 points in
the long direction (X) and 54 points in the short direction (Y) for a total of 9,396 points.
The scan positions are 0.5 cm (approximately the LED spot size) apart in each direction.
The principal disadvantage of an LED scan is that light is inserted into the tile directly
rather than being induced by ionizing radiation. During the FTBF test beam running, a
“tile mapper” was constructed and placed on a two-dimensional motion table. The motion
table moves up/down and left/right, keeping the position along the beam direction fixed.
The tile mapper included four Outer HCal tiles placed perpendicular to the beam direction,
so that movement on the motion table corresponds to different positions on the tile face.
Each tile is read out individually, which enables a detailed study of the light response as a
function of position. The scan consists of 20 total positions, 10 positions focused on the
inner part of the tile and 10 focused on the outer part of the tile. A few of the outer scan
positions fall near the edge and are excluded from the analysis. This study was performed
with a 16 GeV negative pion beam.

Figure 4.7 shows the LED scan of an Outer HCal tile using a 405 nm UV LED. Additional
scans were performed using 375 and 361 nm UV LEDs with similar results. The overlaid
black circles indicate the positions on the tiles used in beam scan described in the previous
paragraph. The relative positional accuracy of the points is 0.2-0.3 cm. The numbers show
the ratio of the average ADC value of the 16 GeV pion data to the average ADC value of
the LED scan for that position. Note that the same tile was not used in the two studies and
the normalization is arbitrarily chosen so that the numerical values are near unity.

Most of the points have ratio values close to unity, indicating good agreement between the
16 GeV pion data and the LED data. The points close to the SiPM, which can be seen as
the red region in the upper left, show a downward trend in the ratio values, suggesting
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that the intense bright spot in the LED data is not as significant in the 16 GeV pion data.
Additionally, the set of five points near 150 mm in the Y position and less than 200 mm
in the X position, are systematically lower than the LED data and their positions appear
to overlap the embedded WLS fiber. This is most likely due to the fact that, in the LED
scan, some of the light from the LED is captured directly by the fiber, so there is a modest
enhancement at the fiber that is not present in the 16 GeV pion data. Both sets of five inner
points, however, show a decreasing trend as the points get close to the SiPM.

N
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271974885 85 g5
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Figure 4.7: LED response of a scintillation Outer HCal tile with tile mapper scan data overlaid
as black points. The numerical value shown at each point is the normalized ratio of the
response to the beam to the response to the LED.

Figure 4.8 shows the average ADC value for each scan position as a function of the distance
from the SiPM. While the 16 GeV pion data do not show as much of an enhancement near
the SiPM as the LED scan, it can be seen that for points less than 15 cm away from the SiPM
that there is a strong rise in the average ADC as the distance to the SiPM decreases. This
is most likely due to the fact that some of the light in the fiber is carried in the cladding,
which has a very short attenuation length, and is therefore lost for most positions in the tile.
Studies of small double-ended scintillating tiles have indicated that up to 50% of the light
is carried in the cladding, though this is with LED light rather than scintillation light. Here
the results indicate that about 33% of the light is carried in the cladding. The area in which
more light is collected due to light being present in the cladding is of order 5 cm? right
around the SiPM mounting, which is at the back of the calorimeter. The spatial density of
shower particles is lowest at the back of the calorimeter and therefore this small amount of
additional light has a negligible effect on the determination of the shower energy.

4.3.3 Assembly

Figure 4.9 (a), (b) shows the fully assembled Inner and Outer HCal prototypes. The major
components are 20 steel absorber plates and 80 scintillating tiles which are read out with
SiPMs along the outer radius of the detector. The 2016 and 2017 prototype Inner HCal was
based on an earlier design with tapered plates and five tiles per tower. The 2018 prototype
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Figure 4.8: Outer HCal tile scan using 16 GeV pion beam. Average ADC value in the tile
plotted as a function of distance from the SiPM. The points below 150 mm indicate an
enhancement close to the SiPM.

tested the design for the Inner HCal with flat plates and four tiles per tower. The Outer
HCal prototype is unchanged.

The SiPMs from five tiles are connected passively to a preamplifier channel. This resulted
in a total of 16 towers, 4 in ¢ by 4 in 77, equipped with SiPM sensors, preamplifiers, and
cables carrying the differential output of the preamplifiers to the digitizer system. Sixteen
preamplifier boards corresponding to the 16 towers are visible. In order to make the whole
system light tight, the front and back sides were covered with electrically conductive
ABS/PVC plastic. This material quickly diverts damaging static charges if there is a
buildup. Corners were sealed with light tight black tape. No light leaks were observed
during the entire data taking period.

Since the same bias voltage is supplied to all five SiPMs in a given tower, the SiPMs
must be gain matched so that their responses are the same. The SiPMs are sorted and
grouped to towers according to the manufacturer’s measurements. The SiPM sensors,
preamplifiers, and cables are arranged on the outer radius of the Inner HCal. The interface
boards mounted on the side of the modules monitor the local temperatures and leakage
currents, distribute the necessary voltages, and can provide bias corrections for changes in
temperature and leakage current.

93



1586

1587

1588

1589

1590

1591

1592

1593

1594

1595

1596

1597

1598

1599

1600

1601

1602

1603

1604

1605

1606

Prototype construction Hadronic Calorimeter

(b)

Figure 4.9: Fully assembled (a) Inner and (b) Outer HCal test beam prototypes. Each section
has 20 steel absorber plates stacked together and 80 scintillating tiles are inserted between
them. SiPM read out from five tiles are ganged together as a tower. This results in a total of
16 towers equipped with SiPM sensors, preamplifiers, and cables carrying the differential
output of the preamplifiers to the digitizer system.

4.3.4 Prototype Calibration

The initial HCal calibration was performed using cosmic MIP events in order to equalize
the response of each tower. A set of cosmic MIP events was recorded prior to the test beam
data taking in order to calibrate the detector. The cosmic MIP events were triggered with
scintillator paddles positioned at the top and bottom of the HCal (in the ¢ direction as
seen from the interaction point). In each run, four vertical towers are scanned from top
to bottom (e.g. Tower 0-3 in Figure 4.10). This yields eight individual runs in order to
tully calibrate both the Inner and Outer HCal sections. Figure 4.10 (a) shows the ADC
distributions in the 4 x 4 Inner HCal towers. Each spectrum is fit with a function that
is the sum of an exponential and a Landau distribution, where the exponential function
corresponds to the background and the Landau function represents the MIP events. As
seen in Figure 4.10, the background component is relatively small. Clear cosmic MIP peaks
are observed in all towers.

The corresponding simulation of cosmic muons is performed with 4 GeV muons (the mean
muon energy at sea level) moving from the top to bottom of the HCal prototype with the
standard GEANT4 setup discussed in Section 8. Figure 4.10 (b) shows energy deposition in
only one column of towers. The mean energy deposited by the cosmic muons in the active
material of each tower is approximately 8 MeV for the Inner HCal. Because of the tilted
plate design, towers at the bottom of the Inner HCal have more deposited energy than the
top ones. This feature was first observed in data and then confirmed by the simulations.
This simulation was used to calibrate the ADC signal in each tower to the corresponding
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energy loss in the test beam. Once the ADC signal height, I(ch), is determined by a
functional fit to the ADC timing samples, the energy deposited is calculated by:

Ecosmic ch
E(ch) = I(ch) ey (1)

Efyy < (ch) x SF(muon)’

(4.1)

where E;‘;Zmic(ch) is the total deposited energy extracted from the GEANT4 simulations,

El‘;‘e? (ch) is the ADC signal height measured from cosmic data, and SF(muon) is the muon
sampling fraction.
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Figure 4.10: Tower to tower calibration for the Inner and Outer HCal was done with cosmic
muons. (a) Measured raw ADC spectra of cosmic ray muon events in the Inner HCal. (b)
Inner HCal cosmic muon energy deposition in simulation in one column. Muons were
simulated at 4 GeV moving from the top to bottom. Energy depositions in the bottom towers
are higher due to the tilted plate design where muons have to go through a longer path
through the scintillating tiles.

4.4 Prototype performance

4.4.1 HCal Standalone Measurements

HCal standalone data were collected with only the inner and outer sections of the HCal
in the beam line and no EMCal in front. In this configuration, electromagnetic showers
generally start earlier in the calorimeter and deposit most of their energy in the Inner
HCal. The hadronic showers, however, are typically deeper than the electromagnetic
showers and deposit most of their energy in the Outer HCal. The beam is adjusted to
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Figure 4.11: Hadron reconstruction in the standalone HCal setup. Calibrated 4 x 4 tower
energies were added together from the inner and the Outer HCal. The simulation is shown
by the filled histogram, and the solid points are the data. Both are in good agreement. The
peak at the lower energies in the data corresponds to the small fraction of muon events that
pass through the HCal leaving only the minimum ionizing energy, which were not simulated.

be in the middle of the prototypes in order to maximize the hadron shower containment
in the 4 x 4 Inner and Outer HCal towers. Data were collected with negatively charged
particle beams with energies between 2 GeV and 32 GeV, which contain an admixture of
mainly electrons and pions. Electron and pion events were tagged using the two beamline
Cherenkov counters. Hodoscope and veto cuts based on the beam location were applied
but no significant effect on the energy resolution due to the beam position was found. Both
high and low gain signals from the HCal towers were collected but only low gain channels
are used for analysis.

The energy from all of the towers of both the Inner and Outer HCal are summed to
determine the reconstructed energy:

Encar = GaittiyperEinner + Gaittouter Eouter, (4.2)

where Ej; e and E,yter are the sum of the calibrated tower energy (X.,E(ch)) of the Inner
and Outer HCal, respectively. The asymmetry between the two sections is defined as

Einner - Eouter

. 4.3
Einner + Eouter ( )

Ancar =
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Figure 4.12: HCal standalone measurements without the EMCal in front. (a) HCal linearity
for electrons and hadrons. The lower panel shows the ratio of reconstructed energy and the
fits. (b) Corresponding HCal resolution for hadrons and electrons. The beam momentum
spread (6p/p =~ 2%) is unfolded and included in the resolution calculation.

The gain calibration constants, Gainy,,e, and Gaingyter, are determined in order to minimize
the dependence of Eyjc41, on Apcar and the deviation of Efc4y from the beam energy.
The same gain calibration constants are used in analysis of all beam energies.

Figure 4.11 shows a comparison of the reconstructed hadron energy between data and
simulation. The simulation (filled histogram) and data (solid points) are in excellent agree-
ment for 6-32 GeV beam energies. The data have a beam momentum spread of 2% which
has been included in the simulations as well. At lower energies, hadron measurements are
poor due to lower fractions of hadrons in the beam as well as the increased beam size. The
peak at the lower energies in the data corresponds to the small fraction of muon events
that pass through the HCal leaving only the minimum ionizing energy. The corresponding
energy resolution and linearity for hadrons are shown in Figure 4.12. The data are fit with
the function, AE/E = \/(dp/p)? + a% 4 b2/ E, as labeled on the plot. A beam momentum
spread (dp/p ~ 2%) is unfolded and included in the resolution calculation. The hadron
energy resolution is 11.8 @ 81.1%/+/E, which matches the expected resolution from simu-
lations very well. The HCal was calibrated for hadronic showers and then used to measure
electron showers. The electron resolution for the standalone HCal is 8.1 & 31.3%//E.
This demonstrates that the HCal can assist the EMCal by measuring the electron energy
leaking from the EMCal into the HCal.

As seen in Figure 4.12 (a), the hadron energy response is well described by a linear fit
where the reconstructed energy is the same as the input energy. The bottom panel shows
the ratio between the reconstructed energy and the fit. The 4 GeV hadron measurement is
poor because the hadron peak is difficult to distinguish from the muon MIP peak due to
their proximity, as seen in Figure 4.11. The response of the electrons is described well with
a second order polynomial due to non-linear e/h response.
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ws 4.4.2 Hadron Measurement With The Full Calorimeter System (sPHENIX
1656 Configuration)
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Figure 4.13: Hadron energy measurements with combined EMCal+HCal detector. Events
were sorted into three categories: 1) HCALOUT where particles pass through the EMCal and
Inner HCal and then shower in the Outer HCal; 2) HCALIN+HCALOUT where particles
pass through the EMCal and then shower in either HCal; 3) EMCAL+HCALIN+HCALOUT
which includes all showers irrespective of their starting position.

sz The full hadron measurement is done in a configuration that includes all three segments
e Of calorimeters including the EMCal in front of the HCal. In this configuration the total
1wso energy will be reconstructed by summing up the digitized data from both the EMCal
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Figure 4.14: Hadron (a) linearity and (b) resolution measured with the combined EM-
Cal+HCal (sPHENIX configuration) detector setup. Three sets of data points corresponds
to the event categories shown in Figure 4.13. The bottom panel of (a) shows the ratio of the
measured energy and corresponding fits.

and the HCal. The development of hadronic showers is a complicated process with
significant fluctuations in the reconstructed energy compared to electromagnetic showers.
Determining the shower starting position helps to understand the longitudinal shower
development fluctuations. Therefore, in this analysis, the events are sorted into three
categories depending on their longitudinal shower profile:

e HCALOUT: Events where hadrons pass through the EMCal and Inner HCal and
primarily shower in the Outer HCal alone or pass through the full calorimeter system
without showering. These events are shown as the blue points in Figure 4.13.

e HCAL: Events where hadrons pass through the EMCal. In these events, hadron show-
ers start in the Inner HCal, or the Outer HCal, or pass through all three calorimeters.
These events are shown as red points in Figure 4.13.

e FULL: This represents all hadrons irrespective of when they start showering. They
are shown as black points in Figure 4.13. These include hadron showers that start in
the EMCal, Inner HCal, Outer HCal, or pass through all three calorimeter systems.

These event categories help diagnose each calorimeter independently as well as improve
our understanding of the leakage variations, shower containment, and longitudinal fluc-
tuations of particle showers depending on their starting position. The EMCal energy
was balanced with respect to the HCal in a similar way, by changing the gain factors
described in the previous section. As expected, Figure 4.13 shows the fraction of HCAL
or HCALOUT events increases as a function of beam energy. The peaks at the lower
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measured energy correspond to the small fractions of muon events that pass through the
calorimeters leaving only the minimum ionizing energy.

The corresponding hadron resolution is shown in Figure 4.14 (b). Data are fit in a similar
manner with AE/E = \/ (6p/p)? + a? + b?>/E, i.e. with a fixed beam momentum spread
term of p/p ~ 2% subtracted from the constant term in quadrature. HCALOUT showers
that pass through the EMCal and Inner HCal have a resolution of 17.1 & 75.5%/ VE.
HCAL showers that pass through the EMCal have a resolution of 14.5 & 74.9%/+/E.
A combined resolution of all the showers irrespective of their starting position (FULL)
is 13.5 @ 64.9%/+/E. The hadron resolution improves without the MIP cuts because it
reduces the overall shower fluctuations and leakages.

The linearity is shown in Figure 4.14 (a). The bottom panel shows the ratio of the mea-
sured energy and the corresponding fits. The FULL reconstructed showers are normalized
to the input energy. This results in the HCAL and HCALOUT reconstructed showers
linearity falling slightly below the input energies, due to higher leakage in those event cat-
egories. In all cases the single hadron energy response exceeds the SPHENIX performance
specifications.

4.5 Ongoing developments

451 TestBeamin 2018

Building on the success of the three HCal prototypes, a fourth prototype was tested in
the FNAL test beam in 2018. In addition to a new EMCal prototype and the same Outer
HCal reused from the 2017 beam test, the 2018 prototype consisted of two prototype Inner
HCal sectors with the flat plate design, one with hardened aluminum alloy and the other
with steel. Previous beam tests used the tapered plates for the Inner HCal prototype, as it
was designed and built prior to the design change to flat plates and four tiles per tower.
Simulations studies have demonstrated the change from tapered to flat plates has little
effect on the performance; nevertheless, such a change in design warrants confirmation
with a beam test. The 2018 beam test tests the final designs for all components of the
calorimeter system and is expected to be the final beam test. Analysis of the 2018 data is
ongoing.

4.5.2 Self Trigger

This prototype was calibrated with cosmic muon events triggered with external scintillator
paddles positioned at the top and bottom of the HCal. As noted in the previous section,
this procedure successfully equalized the response of each tower. The calibrated energy
sum agrees with the simulation very well. However, because of the cylindrical geometry
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Figure 4.15: ADC distribution in a inner HCAL tower for cosmic muons. Two trigger
configurations are compared: the two scintillator paddle cosmic trigger and the self trigger.

of the completed sSPHENIX and the time required for collecting enough cosmic ray events,
this triggering method can not easily be scaled to the full geometry, which includes 1536
towers (64 in ¢ x 24 in 7) for each HCal.

A self trigger configuration has been tested with the HCal prototype. This trigger con-
figuration removes the single tower backgrounds, improving the rejection factor. The
algorithm is based on requiring at least N towers with signal greater than some threshold,
thus removing a lot of single tower noise events. The trigger algorithm is executed by the
FPGA on the data buffer. The steps of the algorithm are as follows:

e Get an 8 bit signal amplitude. For each tower in the HCal, take the 12 bit post sample
minus the pre sample to get a signal amplitude. The separation of the post and pre
samples is user definable, but was set to be 5 samples. If the amplitude is below 0, it
is set to 0. If the amplitude is above 2040, it is set to 255. Otherwise, the bottom 3
bits are dropped from the amplitude to produce an 8 bit amplitude value. Note that
since we use a bipolar ADC, the 12 bits are effectively only 11 bits. The above 0 and
2040 limits are to check for over and underflow of those 11 bits, which can happen
since we operate on 12 bits.

e Get the number of towers above single tower threshold. Sum up the number of
towers above the single channel threshold.

e Scale by the gain factors. Scale the 8 bit amplitude for each tower by the gain scale
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factors. The gain factor allows one to gain-balance the towers at the trigger level.
After the scaling, the amplitude is a 16 bit value. To return to an 8 bit value, the top 2
bits and bottom 6 bits are dropped, i.e. the amplitude is divided by 64.

e Sum tower amplitudes. Sum up all the tower amplitudes to get the total sum in a
HCal module. Since the sum is a 8 bit number, if the sum is above 255 it gets set to
255.

The above algorithm is run for Inner and Outer HCal independently. We require at least
three out of the sixteen towers to be higher than a common threshold to define a self trigger.
Figure 4.15 shows a comparison of the energy deposited in a tower when triggered with
self trigger and external trigger. A clear Landau distribution is seen in both setups. The
self trigger configuration contains a small number of noise events which can be further
cleaned with appropriate geometry cuts. This method also confirmed our calibrations for
both sections of the HCal prototypes. While this is still in a developmental phase, the self
trigger can be very useful calibrating the full HCal detector.

4.5.3 LED System

A LED pulser system has been developed for tracking short term gain changes caused by
temperature compensation of the SiPMs and effects of increased leakage current caused
by radiation damage. The system has been integrated into the Slow Controls system to
eliminate additional cabling and circuitry on the detector. In the HCal prototype from
January 2017, five UV LEDs were located on the controller. Since each tower has five
individual tiles, each tile was connected to distinct LEDs via optical fibers. The tower
response was measured when each tile was illuminated separately or in some combination.
It helps to quickly identify the dead channels and stability of their light outputs during
data taking.

4.5.4 Tile testing setup

Since the first prototype productions of tiles, the need for additional quality control tests
at Uniplast was realized. The final thickness of each tile produced for the 2017 prototype
was measured and recorded at several locations along the tile to ensure they satisfied
the tolerance requirements to fit cleanly between the steel plates. Additional quality
control tests to ensure fibers where not damaged and could provide light output were also
performed. The results of each test were provided to BNL along with the tiles.

In addition, a tile tester is being prepared by collaborators at Georgia State University and
Debrecen which will further test the light output by the fibers at Uniplast prior to shipping.
The tester will measure the signal output by a particular set of SiPMs when cosmic rays
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pass through a stack of tiles. This will allow Uniplast to confirm that the tiles and fibers
are emitting a consistent amount of light throughout the final production.

4.5.5 Setup of assembly and testing factory

Space in Bldg. 912 (AGS floor) has been set up for assembly and testing of the outer HCal
(HCal factory). The factory contains four assembly tables to work on four sectors in parallel,
storage for all 32 sectors, and a tent for storage of scintillating tiles and equipment needed
for the assembly and testing. The electronics used for the beam tests of the prototypes has
been set up in the factory and will be used to test the sectors after assembly. The test will
be comprised of a live test of each individual tile with help of the LED calibration system,
as well as a cosmics calibration based on the electronics self trigger described earlier. A
mock-up of the cable routing of a half-sector has successfully been carried out in order to
determine cable length, find the best routing, and demonstrate feasibility give the space
constraints on the back face of the detector. Assembly and testing of the first six sectors
will be carried out this summer and fall.
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The sPHENIX design for electronics is based on a common electronics design for both the
EMCal and HCal detectors using off the shelf components. This approach will reduce
the overall cost and minimize the design time for the electronics. A block diagram of
the calorimeter readout chain is shown in Fig. 5.1. The technical specifications for the
calorimeter electronics are set by physics requirements and are summarized in Table 5.1.
For the EMCal, the expected energy range for photons is expected to be 1 GeV to 50 GeV.
For a 1 GeV photon incident on the center of an EMCal tower, 80% of the energy will be
deposited in the central tower with 20% of the energy shared among the 8 surrounding
towers. This implies a minimum energy of 25 MeV and a dynamic range of 10> to cover
the range of expected energy deposition in a single tower of the EMCal.
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Figure 5.1: Block diagram of the calorimeter readout chain. The optical signals are amplified
locally and driven as differential analog signals to the digitizers located near the detector.
Upon receipt of a level one trigger, the digital data for triggered event is transmitted via
optical fiber to the sSPHENIX data acquisition system. for recording.

The reference design uses multiple Silicon Photomultipliers (S5iPMs) as the optical sensors
for the calorimeters. The Analog signals from the SiPMs associated with a single tower
in the calorimeters are passively summed, amplified, shaped and differentially driven
to digitizer boards located in racks near the detector. The differential analog signals are
received by 64 channel digitizer boards and digitized by a 14 bit ADC operating at a
sampling rate 6 times the beam crossing frequency. Upon receipt of a Level-1 (L1) trigger
signal, the digitized data is optically transmitted to the PHENIX DAQ.

The EMCal front end electronics for an EMCal sector module consists of 2 x 2 SiPM
Daughter Boards which mount directly on the EMCal light guides for 4 towers, 2 x 8
Preamplifier Boards which connect to 4 SiPM Daughter Boards via flex cable, and an
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Table 5.1: Technical Specifications for the Calorimeter Electronics.

Component Requirement Specification
Pixel Size 15 x 15um?
Dynamic Range 104

. PDE 25%

Optical Sensor Gain 10
Pixels/GeV: EMCal 1600
Pixels/GeV: HCal
Gain 100 mV/pC

Amplifier/Shaper Signal-to-Noise 10:1
Peaking time 30nSec
Resolution 14 Bit (13 Bit effective)
Maximum Sampling Frequency 65 MHz

Digitizer Latency 40 BCO
Multi-event Buffering 5 Events

Interface Board which plugs into 4 Preamplifier Boards. Located in a crate near the
detector are the Calorimeter Controllers, capable of controlling 8 Interface Boards. The
amplified differential analog signals are driven directly to the nearby digitizers. There are
a total of 384 EMCal front end channels in a EMCal 1/2 sector module.

The HCal front end electronics for an HCal module consists of SiPM Daughter Boards
with a single SiPM which couples directly to an HCal tile fiber and an HCal single channel
Preamplifier Board mounted next to the tower. Mounted in the center of an HCal module
are two electronics interface boxes that each contain an Interface and Backplane board
which provides the voltage distribution, monitoring and gain corrections. Also mounted
in each box is an LED Driver board that distributes a calibration/monitoring light pulse
via optical fiber to each of the tiles in an HCal module. The differential analog signals are
brought directly to connectors located in one of the boxes

The analog analog signals from both the EMCal and HCal are waveform digitized using
identical electronics. The digitizer system consists of a 64 channel digitizer board with 14
bit ADCs running at 6 times the beam crossing frequency (BCO), a crate controller which
provides slow control for the crate, and an XMIT module which transmits the triggered
data from the digitizer boards to the sSPHENIX Data Acquisition System. The system is
designed to read an event out in 40uSec and operate at a level 1 trigger rate up to 15kHz.
In addition to digitizing all the channels, the digitizer board is capable of producing trigger
primitives which are transmitted every beam crossing over dedicated optical links to the
sPHENIX trigger system.
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1.2« Detailed descriptions of each of the modules for the EMCal and HCal front end electronics
wes and digitizer system are given in the following sections. A summary of the number of
boards for the full detector is given in Table 5.2.

Table 5.2: Electronics Component Count.

SiPMs 98304
SiPM Daughter Boards 6144
Preamp Boards 1536
EMCal Front End Electronics Interface Boards 384
Controller Boards 64
Controller Crates 4
SiPMs 7680
Preamp Daughter Boards 1536
Interface Boards 64
HCal Front End Electronics LED Driver Boards 64
Controller Boards 8
Controller Crates 2
Signal Cables 1728
Digitizer Boards 432
Digitizer Electronics Electronics XMIT Modules 144
Controller Boards 36
Clock Master 36
Crates 36

1826

« 5.1 Optical Sensors

ie2s ' The compact nature of the EMCal and HCal detectors and the location of the EMCal and
1o Inner HCal being inside the 1.5T solenodial field require that the optical sensors be both
w0 physically small and immune to magnetic effects. A device with large gain is also desirable
g1 in order to reduce the demands on the performance specifications of the front end analog
iz electronics. For both the EMCal and HCal detectors, silicon photo-multipliers (SiPMs)
s from Hamamatsu have been chosen as optical sensor. SiPMs have the advantage that they
w4 are immune to magnetic fields, have large gain and are small in size.
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5.1.1 Device Characteristics

SiPMs are inherently limited in their dynamic range by the number of micro-pixels in the
device, as shown in Figure 5.2. Due to the digital nature of the SiPM, the usable dynamic
range is significantly less than the the total number of micro-pixels. Each micro-pixel
fires once per event regardless of how many photons hit it. Distributing the incident light
uniformly across the active area maximizes the useful range, but for large signals it is still
limited by optical saturation, that is more than one photon hitting the same micro-pixel.
While increasing the number of micro-pixels would increase the dynamic range, there
are trade-offs in that more micro-pixels typically means lower gain and lower photon
detection efficiency, PDE.

S$12572 MPPC's
50000

/ /
e
PDE:0.12

40000 A / s
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Figure 5.2: Optical saturation in Hamamatsu 512572 MPPCs. 10um, 25um, and 50um

micro-pixels

In order to achieve the required dynamic range, a device with a large number of micro-cells
is required, which limits the number of devices that meet the technical specifications for
the optical sensors. Hamamatsu has a number of devices with high pixel counts, high gain,
and good PDE which meet the sSPHENIX technical requirements. For both the EMCal and
HCal detectors, the design is based on the Hamamatsu 512572-33-015P MultiPixel Photon
Counters (MPPC). The device is a 3 x 3mm? device with 40K pixels each 15 x 15 ;umz
in size. A photograph of the device is shown in Figure 5.3 and a technical drawing is
shown in Figure 5.4. The properties of this device are summarized in Table 5.3. The 40K
pixels of the Hamamatsu 512572-15P device limit the dynamic range of device to be ~ 10%.
However, the optical saturation at the upper end of the range is difficult to correct for as
the device response deviates from linearity as the number of activated pixels approaches
the total number of pixels in the device, so the effective pixel count is significantly less
than 40K. With a PDE of ~ 25% it should therefore be possible to adjust the light level to
the SiPM using a mixer to place the full energy range for each tower (~ 25 MeV-50 GeV)
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Figure 5.3: Hamamatsu 512572 Figure 5.4: Hamamatsu 512572
MPPC (SiPM). The device is 3 x MPPC surface mount package di-
3 mm? with 40,000 pixels 15um?. mensions.

in its useful operating range. For example, if the light levels were adjusted to give 10,000
photoelectrons for 50 GeV, this would require only 200 photoelectrons/GeV, which should
be easily achieved given the light level from the fibers entering the mixer.

The performance of a SiPM is affected by the temperature of the device. SiPMs show an
increasing dark current and a diminishing gain with increasing temperature. Figure 5.5
shows the dependence of gain on temperature for different SiPMs and the dependence of
device leakage current on temperature for Hamamatsu 512572 SiPMs of different pixel sizes.
Devices with larger pixel sizes typically have higher gain, but also higher leakage current.
The leakage current increases rapidly above 30 °C, suggesting the benefit of operating in
5-20 °C range. While in principle cooling could be used to mitigate the increased dark
current due to radiation damage, the scale of the increase (orders of magnitude) greatly
exceeds the potential benefits of cooling (factors of 2) over the temperature range 0-40 °C.
Figure 5.6 shows the leakage current, signal amplitude, and signal noise performance of a
512572-015P SiPM and an sPHENIX preamp as a function of temperature.

5.2 Readout Electronics

The EMCal and HCal readout electronics consist of the analog front end electronics
mounted directly on the detectors, and the digital back end system mounted in racks
near the detector in the SPHENIX Interaction Region. The analog front end system consists
of the SiPM daughter boards, Preamplifier boards, calibration and monitoring systems,
and power distribution. The analog front end electronics is functionally the same for both
the EMCal and HCal detectors with different packaging to account for differences in the
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Property

active area 3mm x 3mm
number of micro-pixels 40,000
micro-pixel pitch 15 pm
geometric fill factor 0.53
package surface mount
window epoxy resin
window refractive index 1.55
operating temperature 0-40 deg C
spectral response range 320-900 nm
peak sensitivity wavelength 460 nm
photon detection efficiency (PDE) 0.25

Dark Count Rate (typ) 1 Mcps
Terminal capacitance 320 pF

Gain 230,000
Gain temp coefficient 3500 / °C
Breakdown voltage (Vi) 65+10V
Recommended Operating Voltage Vi, +4V
Temp coeffic at Vop 60mV / °C

Table 5.3: Properties of Hamamatsu 512572-015P MPPC.

mechanical design of the 2 detector subsystems. The digitizer and power systems are
common to both subsystems

5.2.1 HCal Electronics

An HCal module consists of 2 x 24 towers covering the full range in 7 and 2 ¢ slices with
the electronics mounted in the center of the module. Each of the 5 tiles that form a tower
have single SiPM mounted on the SiPM Daughter Board that is attached to the edge of
the tile where the wave shifting fiber ends are. The SiPMs for a tower are connected to a
Preamplifier Board located in the center of the tower with a shielded cable. The signals
are received on the Preamplifier Board where they are passively summed, amplified,
shaped and driven differentially to the digitizer system. Located in the center of the
HCal module are the HCal Backplanes, Interface Boards and LED Driver Boards. The
Interface Board distributes the SiPM bias voltage and low voltage to the Preamp Boards
for 24 of the towers in an HCal module. The HCal Interface Board also has ADCs for
monitoring the SiPM temperatures, bias currents and voltages. The HCal Interface Board
also has 24 DAC channels, 1 per tower, that is used to provide a voltage adjustment to
the SiPM bias voltage to compensate for temperature variations and changes in the bias
current due to increased leakage current as a result of neutron damage to the SiPM. The
Interface Board plugs directly into an HCal Backplane Board, which is a passive board

111



1898

1899

1900

1901

1902

1903

1904

1905

1906

1907

1908

1909

Readout Electronics Calorimeter Electronics

120

[0) Dependence of output amplitude on temperature
°
S 100 4
= °
<y
g 804 o glope: -4.2% 1 degC
© A N e
8 60+ S
=] TR R N oo
2 404 >~ N..i..slope:.-3;0%./.degC
~ ~N
[m] A A\
L SRR N
o 20 T AT g
o T - - \? a0\
o 1 = +-0.99%
g 0 24 slope: -0.99% /- degC
a 8 —a
$ -20 i m—
2 N R S
c N -
£ -40 A LN
o SR
o e Hamamatsu 25um ~
60 N A

S = SenslL 35um N NN
5 A Excelitas 25um (1mm?) N CTh A
° -80 A A Hamamatsu 10um AN p
R slope: -2.4% / degC

-100 T T T T T

0 10 20 30 40 50 60

Temperature (c)

300

Dark current as a function of temperature for 3 Hamamatsu MPPC's with 10um, 15um, and 25um micropixels.
250
e -10P a
®  -15P
200 A -25P A
é A
g A
% 150 4 A "
o
< N A ™ (]
K L}
100 A ]
A ™ °
P = .
[ ]
A A 2 ]
°
50 AA-A s ® .
A A AAA A A A AN m® = " . ¢
°
R R AL T
0 .

0 10 20 30 40 50
tempertature (deg C)

Figure 5.5: Percent change in LED signal amplitude vs temperature for Various SiPMs. (top)
and Dependence of leakage current on Temperature in Hamamatsu 512572 MPPCs with
10pm, 15um, and 25um micro-pixels (bottom).

containing the cable connections for 24 towers. This arrangement allows for an HCal
Interface Board to be replaced with minimal disturbance to the preamp power cables.
Also connected to the HCal Interface Board is an LED Driver Board. The LED Driver
Board consists of an LED driver circuits, 5 LEDs, and light mixing blocks. Twenty-four
light fibers, one per tile per tower are connected to a light mixing block. Digital circuitry
allows selection of which LED is pulsed and the pulse amplitude. This arrangement allows
for a single tile in each of 24 towers to be illuminated independent of the other tiles in a
tower for testing and calibration purposes. A bi-directional serial link connects the HCal
Interface Board to a Calorimeter Controller board in a nearby crate. The Controller board
transmits to the Interface Board the parameters for the temperature compensation and gain
control, LED enables, pulse amplitudes and pulse triggers, and reads back the monitoring
information from the Interface Board. Each Controller is capable of controlling 8 HCal
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110 Interface Boards. Each Controller board has an Ethernet connection for communications
1911 with the SPHENIX Slow Control computer. A block diagram of the HCal electronics chain
1012 is shown in Figure 5.7.
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Figure 5.7: A block diagram showing the overall design of the HCal electronics for one half
sector of the HCal. There are a total of 128 half sectors for the inner and outer HCal combined.
Not shown are the connections for the LED monitoring system.

5.2.2 EMCal Electronics

A half sector of the EMCal consists of 384 towers in a 8 x 48 (¢ x z) configuration. To match
the mechanical layout of the EMCal towers, the EMCal analog channels are arranged in a
8 x 2 array on a Preamp Board matching the EMCal tower geometry. The 16 SiPMs (4 per
tower) for a 2 x 2 array of towers are surfaced mounted on a small daughter board that
also has an LED mounted in the center of the 4 towers and a thermistor for monitoring the
local temperature. Four SiPM daughter boards are connected to a Preamp Board by a short
flex cable. The signals from the 4 SiPMs associated with an EMCal tower are passively
summed, amplified, shaped and differentially driven over shielded cable to the digitizer
system located in nearby racks. Four EMCal Preamp Boards plug into an EMCal Interface
Board which distributes the bias voltage and preamp low voltage. The EMCal Interface
board also provides monitoring for the voltages, currents, and temperatures, alone with 64
DAC channels for bias gain adjustment and programmable LED drivers. The six EMCal
Interface boards in a half sector are connected with a bi-directional serial connection to a
Calorimeter Controller board. The EMCal control system is identical to the HCal control
system described earlier. A block diagram of the front end electronics for one EMCal half
sector is shown in Figure 5.8.

5.2.3 Amplifier, Shaper Driver Circuit

To improve light collection, four SiPMs will be used in parallel for the EMCal and the Inner
HCal, and five for the Outer HCal. This paralleling of devices also leads to a total input
capacitance into the Preamplifier that can exceed 1.5nF. Preamp circuits that use feedback
to obtain linearity are prone to oscillation due to the significant input pole presented by
this source capacitance. Other approaches which amplify signal voltage developed across
a source resistor produce nonlinearity due to the inherent dynamic source impedance of

114



1937

1938

1939

1940

1941

1942

1943

1944

1945

1946

1947

1948

1949

1950

1951

1952

1953

Calorimeter Electronics Readout Electronics

SPHENIX EmCal Interconnect
s

Figure 5.8: A block diagram showing the overall design for the EMCal electronics for one
half sectors for the EMCal. There are a total of 384 towers per half sector and 32 half sectors
for the EMCal.

SiPMs and an excessively long wave shape. A common-base transistor amplifier (CBA)
was chosen to address these concerns. The CBA acts as a transresistance amplifier or
current to voltage transformer without the need for feedback. The result is a stable circuit
with an input impedance of less than 4 ohmes.

A differential output amplifier is required to drive the signals through 10 meter Meritec
cables to the inputs of the Digitizer Boards which are located in rack mounted crates
near the detector. The shaper/driver is a differential driver amplifier configured as a
multiple-pole feedback filter with a corner frequency of 5 MHz which provides a peaking
time of 30 nS for ADC sampling at 65 MHz. In order to observe signals from Minimum
Ionizing Particles for calibration of the EMCal and HCal detectors, a second high gain
output stage is provided. This stage is identical to the normal gain output stage with the
exception of the stage gain. Selection of which output stage is used, is determined through
the slow control system at the time the readout is initialized for readout, providing control
on a run-by-run basis. A schematic diagram of the front end amplifier/driver circuit is
shown in Figure 5.9.

Thermistor

Neg Bias

SiPM

Low Gain
Test Input
&

High Gain

Figure 5.9: Schematic diagram of the EMCal and HCal Preamplifier /shaper/driver circuit.
Selection of the normal gain or high gain output is made through the slow control system
(not shown) at the time the system is configured for data taking. For standard data taking,
the normal gain is used.

The SiPM delivers nominally 37 fC for a single micro-cell fired and the CBA produces an
Equivalent Noise Charge of about 43 fC, as shown in Figure 5.10, so the signal to noise
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ratio is approximately 0.86 at the single micro-cell level. A Minimum Ionizing Particle is
expected to produce approximately 35 photoelectrons which would yield 9 micro-cells
tired given a PDE of ~ 25%.
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Figure 5.10: The response of the common-base transistor amplifier as a function of the
injected charge as measured in the lab. The measured RMS noise is ~ 43 fC which is matches
the charge injected by a single micro-cell of the SiPM firing.

5.2.4 Gain Stabilization

The SiPM reverse breakdown voltage, Vy,, is proportional to temperature and increases
nominally by 60mV/°C. As the SiPM bias increases over Vy,, the SiPM begins to operate
in Geiger mode with a gain up to 2.75 x 10° and is linearly proportional to the bias over-
voltage, Voy. The range of this over-voltage is typically 4 Volts and represents the useful
gain range of the device. In order to compensate for temperature variations and maintain
a stable gain, a closed feedback loop consisting of a thermistor, ADC, logic and a DAC will
be used to adjust V,y and stabilize the voltage as shown in Figure 5.11. The thermistor
is located near the SiPMs and is measured by 16 bit ADC located on the Interface Board.
The digitized where a local processor computes an offset for the bias voltage to correct for
temperature variations. The 12 bit correction is transmitted back to the Interface Board
where a 12 bit DAC provides an offset voltage to adjust the SiPM bias voltage for the
desired gain.

One effect of the increase in leakage current resulting from neutron damage is that voltage
drop across the current limiting resistor for the bias supply changes as function of time. In
order to compensate for this changing voltage, the bias current for SiPMs in an EMCal or
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HCal tower is monitored. The measured bias current, combined with the known value of
the limiting resistors is used to compute an additional correction to the bias that is added
to the bias correction required for temperature variations in order to maintain a stable gain.

~70V Bias
Thermistor
_— ‘
/0 .
Logic SiPM
] —
Differential
§ Rs Amp To ADC
[ 5
il
Dic 0-5V

Figure 5.11: Block diagram of a temperature compensating circuit for SiPMs

5.2.5 Slow Control and Monitoring

The slow control and monitoring for the EMCal and HCal electronics consists of the
Interface Board and Controller Board. The Interface Board mounts directly on the detector,
with the Controller located in a rack mounted crate nearby. A block diagram of the
slow control and monitoring system for the EMCal and HCal detectors is shown in
Figure 5.12. The Interface Board contains a Xilinx® CoolRunner-II"™ CPLD, 16 bit ADC
and multiplexers to monitor voltages, leakage currents and temperatures. The CPLD
runs a state machine that selects each of the analog channels to be monitored, reads
out the associated ADC information and updates the bias DACs when new settings
are transmitted to it from the Controller Board. A single Interface Board is capable of
monitoring 24 towers for the HCal and 64 Towers for the EMCal. The data is transmitted
serially to the Controller Board which is capable of controlling up to 8 Interface boards.
A processor on the Controller Board uses the temperatures measured by the thermistors
next to the SiPMs to determine the individual DAC settings to correct the bias voltage
to compensate for temperature variations and maintain a stable gain. The DAC settings
are transmitted back to the CPLD on the interface board and loaded into the appropriate
DACs. All digital data is transmitted to the slow control monitoring system via the crate
back plane and crate controller.

117



1994

1995

1996

1997

1998

1999

2000

2001

2002

2003

2004

2005

2006

2007

2008

2009

2010

2011

2012

2013

2014

2015

2016

2017

2018

Digitizers Electronics Calorimeter Electronics

Internal Electronics Rack Electronics
Interface Slot Controller Crate Controller

Pirseriis H _ H - _‘ [ -

L=l | - = . -
- | el 1

P1
Backplane

Figure 5.12: Block diagram of the slow controls for the calorimeter front end electronics. The
inset picture shows a prototype module of the HCal Interface board that will be used on the
HCal Beam Test prototype.

5.3 Digitizers Electronics

The design of the digitizer electronics for sSPHENIX is based on the digitizer system built
for the PHENIX Hadron Blind Detector (HBD) [19] and modified for the PHENIX Muon
Piston Calorimeter (MPC) detector. A block diagram of the Digitizer Board is shown in
Figure 5.13. Differential signals from the preamplifiers are received over a 10 meter Hard
Metric cable by an Analog Device AD8132 differential receiver which also serves as the
ADC driver. The signals for 8 towers are digitized by an Analog Device AD9257 8 channel,
14 bit ADC operating at 6x the Beam Crossing Clock (BCO). The serialized data from the
ADC is received by an Altera Arria V GX FPGA which provides digital pipeline that is 85
BCOs deep to provide a trigger latency of up to ~ 85 us. Upon receipt of a Local Level 1
(LL1) trigger, up to 31 time samples (set during system configuration) for each channel is
buffered in an event buffer for readout. The ADC board is capable of buffering up to 5
events.

The LL1 data from Digitizer Boards are received by an XMIT Board using token passing to
control the readout from the Digitizer Boards over the back plane. The data is formatted
into a standard sPHENIX data packet. Formatted data is sent by 1.6 GBit optical links
using 8Bit/10Bit encoding to the sSPHENIX second generation Data Collection Modules
(DCM-IIs). In order to meet the sSPHENIX readout requirement of < 40us 3 Digitizer
boards will be readout by a single XMIT board. In this configuration, a digitizer crate will
house 4 XMIT groups, capable of reading out 768 channels of SiPMs.

The Crate Controller interfaces to the PHENIX Granule Timing Module (GTM) via the
Clock Master and fans out the 6x BCO and LL1 triggers to the Digitizer and XMIT modules.
The Crate Controller also has dedicated bi-directional serial optical link to the sSPHENIX
Slow Control system for run-time configuration of the Digitizer system. The Crate Con-
troller is also capable of a slow read out of Digitizer Boards through the back plane for
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testing and debugging purposes.

SPHENIX ADC Module Block Diagram RHIC beam clock 9.6MHz
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Figure 5.13: Block diagram of the Digitizer Module electronics.

In addition to processing the data for 64 channels, the Digitizer Board also produces the
LL1 trigger primitives. For each tower, the 6 samples corresponding to a beam crossing
are summed and pedestal subtracted to form an integrated pulse amplitude for the tower.
Additional corrections for gain or pedestal shifts can be applied to the integrated signal.
The sums from 4 towers forming a 2 x 2 tower array are then summed together to form an
8 bit 2 x 2 patch sum trigger primitive. A total of 16 2 x 2 trigger primitives are formed
on each digitizer board every beam crossing. These 16 trigger primitives along with a
framing word and header word are transmitted optically using 8b/10b encoding to a
trigger processing system located off detector. For a 10 MHz beam crossing frequency, this
results in a 1.8GBit/sec data rate per digitizer board.

5.4 Power Systems and Ground

Low voltage power for the analog front end electronics will be provided using bulk sup-
plies and distributed through the second generation PHENIX LV distribution system. The
PHENIX LV system is a crate based system which fans out up to 200 low voltage channels
which are individually switched and monitored. Control of the system is provided via
MODBUS/TCP and client software such as Iconics Graphworx. All low voltage will be
locally regulated on the detector. For the digitizers, low voltage power will be supplied by
local bulk supplies and DC-to-DC converters located in the crates. Local monitoring of the
digitizer voltages will be done using a monitoring system similar to PHENIX monitoring
system based on ADAMS modules by Advantech using a MODBUS/TCP interface.

Bias power for the SiPMs will be provided by commercial power supplies such as the
WEINER-ISEG system proposed for Hall-D at Jefferson Lab. Bias voltage from single
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channel of the WEINER-ISEG system is fanned out multiple SiPMs with all the SiPMs for a
tower receiving a common bias voltage that has been adjusted for temperature variations
and leakage current effects.

The estimated power consumption for the different components of the EMCal and HCal
readout electronics is summarized in Table 5.4.

Table 5.4: Summary of the estimated power consumption for the EMCal and HCal readout
electronics. For the SiPM Daughter Boards, power is after radiation damage.

Board Board Sector Total Power
EMCal On Detector Front End Electronics

SiPM Daughter Boards 280 mW 267W  1.71 kW

Preamp Boards 5W 1200 W 7.68 kW

Interface Boards 45W 27.0W  1.75kW

Total On-Detector Power 173.7W 11.2 kW

HCal On-Detector Front End Electronics

SiPM Daughter Boards (Inner) 17mW 34 W 108.8 W
SiPM Daughter Boards (Outer) 17mW 42 W 1344 W

Preamp Boards 020mW 144W 9216 W
Interface/LED Boards 35W 35W 2240 W
Total On-Detector Power 21.7W 139 kW

Critical to minimizing the noise and maintaining the requirements for the signal-to-noise
is a well developed grounding plan. Preliminary work has started on defining such a plan.
It is a star grounding plan with the reference point defined near the front end electronics.
All electronics will be electrically isolated from the mechanical components of the detector
which are separately connected to the experimental ground. All power supplies will have
isolated returns decoupling them from the AC power ground. A preliminary grounding
plan is shown in Figure 5.14.

5.5 Electronics Cooling

The power requirements for the front end electronics is summarized in Table 5.4. For the
Inner and Outer HCal detectors the resulting heat load is not anticipated to be a problem;
however, for the EMCal sectors the heat generated by the SiPm’s and EMCal front end
electronics must be removed. As a whole, the subsystem can eventually generate 11 kW
of heat while operating. The plan is to use a water or water/glycol mixture to provide
cooling for the system and maintain its temperature to slightly below ambient ( 20°C). The
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Figure 5.14: Preliminary grounding plan for calorimeter electronics which is based on a
star grounding configuration. Not shown is the grounding of the mechanical parts of the
calorimeters.

cooling concept is shown in the cooling circuit layout in Figure 5.15. Since the detector
will be inaccessible while running, the filling, bleeding and draining operations must
be able to be done from remote areas. Because of the location of the system, it must be
monitored remotely for performance and failures. In addition, redundancy must be built
into it provide continuous uninterrupted service throughout the run. The number of active
components installed inside the active area in these areas must be reduced to a minimum
to reduce failure rates. If the fluid used is water, the consequences of leaks is damage to the
detector’s electronics, while if fluorocarbons are used, the cost of leaks can quickly become
prohibitive. In order to minimize the risk of leaks, the number internal connections needs
to be minimized, type of connection optimized to reduce the probability of leaks occurring.

To remove heat from the EMCal Preamplifier Boards, a custom cold plate will be designed
that will be coupled to each Preamplifier Board with a Gap Pad thermal interface. Multiple
cooling loops connect the cold plates and will also provide the mechanical support for
the Preamplifier Boards. A conceptual design of the preamplifier cold plates and cooling
for an EMCal Sector is show in Figure 5.16. The cold plate will also have four copper
thermal straps to transfer the heat from the associated SiPM Daughter Boards to the same
cold p<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>