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Have since developed 
more & continued 
testing from ROC-West 
setup

We have already been doing work

November 21st
First pass of setup 
which took data and 
used monitoring.



ROC-West CPUs and screens





DOWN

DOWN

LOST

LOST



Notes

● Computers: Will be getting new CR computers shortly, so 
will set things up again

● VNC: Testing NoVNC connected to evb-01, which only 
requires ssh tunnel & Internet browser
○ This option is more flexible than standard VNC. Still 

under test

● Users: have to be added one by one to CR machines
○ Need list of users or alternative keytab



DEVELOPMENT

Screens layout * Further details in DocDB 15868 and 15584

RC GUI

PENDING PENDING

Slow controls
(Voltage and Cryo)

https://sbn-docdb.fnal.gov/cgi-bin/private/ShowDocument?docid=15868
https://sbn-docdb.fnal.gov/cgi-bin/private/ShowDocument?docid=15584


Control room master document
What has to be where
● Run Control GUI
● Pages to monitor 

(beam, grafana)
● Tabs to keep open 

(ECL)

How to
● Set up ROC 

connection (NoVPN)
● Tunnel for Grafana
● Initiate run 

(manually or with 
Run COntrol GUI)

Likely serves purpose in full form & also parts will be split into pages/sections on wiki
Very preliminary version in SBN DocDB 15944



Cryogenics

iFix Already up in ROC-West (behind main NOvA screens)

Got granted personal access to the ppd-ifix2.fnal.gov and 
succesfully connected to it.

User list or keytab for connection from remote ROCs

EPICS Already tested this week in ROC-West but final 
version still in under development

Summarizes iFix with relevant metrics to check during shifts



Cryogenics

iFix RDP connection
Connection to PPD-iFix servers



Documentation



Control room master document
What has to be where
● Run Control GUI
● Pages to monitor 

(beam, grafana)
● Tabs to keep open 

(ECL)

How to
● Set up ROC 

connection (NoVPN)
● Tunnel for Grafana
● Initiate run 

(manually or with 
Run COntrol GUI)

Likely serves purpose in full form & also parts will be split into pages/sections on wiki



Wikis

ICARUS List of Acronyms ICARUS operations Main page

We need info from sub-system experts 
about what they need shifters to check 
Pointing us to documentation to populate 
wiki will be incredibly helpful

https://cdcvs.fnal.gov/redmine/projects/icarus/wiki/Acronyms
https://cdcvs.fnal.gov/redmine/projects/icarus-operations/wiki/Wiki


Wikis

PRELIMINARY What to do while on shift PRELIMINARY Shift bulletin board 
template



Other items

CUT FOR TIME: Some info about state of ECL and 
shift assignment algorithm which don’t fit into 
this talk but are still useful. See backups



Conclusions/To Do
● Have run DAQ and several of the monitoring tools, ECL, 

etc. from the CR machines.
○ Will do more testing on monitoring tools when we have new computers

● As things come together, more testing from off-site ROCs 
is necessary. Off-site ROC liaisons need to contact us.

● We need your help:
○ Once shifters are known, we need to know who is on-site
○ Need to know if certain off-site experts/shifters (and locations) 

need access to some things like iFix
○ We need to know sub-system on-call experts and their info
○ We need to know what needs to be monitored/how. -> Documentation.



Backup



The following are items where members 
have help with. However, they don’t 
fall into the responsibilities of the 
group.



ECL http://dbweb5.fnal.gov:8080/ECL/sbnfd/E/index

http://dbweb5.fnal.gov:8080/ECL/sbnfd/E/index


ECL http://dbweb5.fnal.gov:8080/ECL/sbnfd/E/index

http://dbweb5.fnal.gov:8080/ECL/sbnfd/E/index


ECL http://dbweb5.fnal.gov:8080/ECL/sbnfd/E/index

● Some forms already exist for shifters to fill out during 
shift-taking, such as:
○ Shift check-in
○ Start Shift
○ Shift check-out

● Other possibilities:
○ Run Status
○ Beam status

● Sub-system experts will have to feed more information 
about what needs to be checked/how often/etc.

http://dbweb5.fnal.gov:8080/ECL/sbnfd/E/index


Shift assignment algorithm

A NOvA original from Gary Feldman, who granted use for 
ICARUS and SBND

● Logic generally understood but need to go through it in 
more detail.

● Tested code with files used for real life shift 
assignment 

● Will need to know calendar, shifts per day, point system, 
institution quotas, priorities, etc to test usage with 
ICARUS specifics.


