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Unit Tests, Maintainability and Portability

• It is desirable to be able to test every single part of ode on its own and to have as little ode dupliation as possible

(Test Driven Development [Bek, 2002℄ and Clean Code [Martin, 2008℄ onepts). These onepts are followed during

CL

2

QCD development, visible in ode struture (see Figure 2).

•Unit tests implemented utilizing the BOOST

7

and CMake unit test frameworks.

•Regression tests for the OpenCL parts are absolutely mandatory due to runtime ompilation.

⇒ Both the arhiteture and the used ompiler an lead to misompilations of the kernels.

•Reliable tests allow to reognize suh situations quikly and simplify error loation drastially. Most important, this

an prevent the user from wasting omputing time.

• LQCD funtions are loal ⇒ analyti results to test against an be alulated.

•Dependene on the lattie size often easily preditable. Varying the lattie size in the tests, or in general the

parameters of the onsidered funtion, is important as errors may our in ertain parameter ranges only.

•Cruial aspet to guarantee maintainability and portability of ode is to avoid dependene of the tests on spei�

environments. For example, if random numbers are used (e.g. for trial �eld on�guration), then the test result

depends not only on the used PRNG but also on the hardware in a multi-ore arhiteture.
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See http://www.boost.org .

Performane of

/D

Wilson

/D implementation:

•Very good performane on various lattie sizes (Figure 3);

•Outperforms literature values (see [Bah et al., 2013℄);

•Utilizes ∼ 80% of peak memory bandwidth on AMD Radeon HD 5870, Radeon HD 7970 and FirePro S10000;

•Code runs also on NVIDIA devies ⇒ lower performane sine AMD was primary development platform and no

optimization were arried out.
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Figure 3: Performae of Wilson

/D kernel for various lattie sizes on di�erent devies in double preision.

Staggered DKS implementation:

•Good performane on various lattie sizes (Figure 4);

•Utilizes ∼ 70% of the peak memory bandwidth on the AMD Radeon HD 5870 and AMD Radeon HD 7970;

•Reent development ⇒ implementation an be further optimized;

• So far no other benhmark for a possible omparison is present in the literature;

•Code runs also on NVIDIA, showing good performane.
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Figure 4: Performae of DKS kernel for various lattie sizes on di�erent devies in double preision.

Algorithmi Performane

Full HMC appliation:

• It performs very well ompared to the referene CPU-based ode tmLQCD [Jansen and Urbah, 2009℄ (see Figure 5)

whose performane was taken on one LOEWE -CSC node.

•The older AMD Radeon HD 5870 is twie as fast as tmLQCD. The newer AMD FirePro S10000 again doubles this

performane.

⇒ Gain a fator of 4 in speed, omparing a single GPU to a whole LOEWE -CSC node.

• Prie-per-�op ratio: Muh lower for the GPUs used then for the used CPUs.
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Figure 5: HMC performane for di�erent Setups A, B and C (setup A having the smallest fermion mass) for Nτ = 8, Nσ = 24. The HMC

is ompared on di�erent GPUs and ompared to a referene ode [Jansen and Urbah, 2009℄ running on one LOEWE -CSC node.

Multi-GPU:

•On-board memory is the biggest limiting fator on GPUs ⇒ using multiple GPUs is of interest, see e.g. [Babih

et al., 2011℄.

• In CL

2

QCD it is possible to split the lattie in time diretion.

• Figure 6 shows the weak (onstant lattie size per GPU) and strong (onstant total lattie size) saling of the CG

solver on one SANAM node (up to 4 GPUs) [Bah et al., 2014℄.

•The overlapped omputation and transfer utilize diret GPU-to-GPU ommuniation for best performane. To

handle a variety of hardware on�gurations, the best possible data transfer method is hoosen via benhmarking at

appliation startup.
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Figure 6: Strong (left) and weak (right) saling of the CG solver on the AMD FirePro S10000 GPU in SANAM for multiple lattie sizes.

Conlusions and Perspetives

•We presented the OpenCL-based LQCD appliation CL

2

QCD. It has been suessfully applied in �nite tempera-

ture studies on LOEWE -CSC and SANAM superomputers (see Table 2), providing a well-suited basis for future

appliations.
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CL

2

QCD is available at

http://ode.ompeng.uni-frankfurt.de/projets/lhm

• In Nf = 2 Lattie QCD studies we explore the phase diagram of QCD, in partiular aiming at the hiral limit,

where the order of the hiral transition is not resolved yet. This is done in two independent investigations:

� Studies employing Twisted Mass Wilson fermions [Burger et al., 2011; Ilgenfritz et al., 2009; Philipsen and

Zeidlewiz, 2010℄, aiming diretly at the hiral limit at zero hemial potential.

� Studies of the phase struture of QCD at purely imaginary hemial potential µ with Wilson and staggered

fermions [Bonati et al., 2013; Philipsen and Pinke, 2014℄. Results obtained here an be used to onstrain the

physial phase diagram of QCD.

•Additional features will be added to CL

2

QCD aording to the needs of the physial studies. In the near future,

these will over:

� Extension of Wilson fermions to Nf = 2 + 1 �avours and implementation of the lover disretization.

�Optimizations of performanes of staggered fermions and inlusion of improved staggered ations.
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In partiular, there will be an upgrade of LOEWE -CSC, whih will be equipped with AMD FirePro S10000 GPUs with 6 GB memory eah.

Referenes

Babih, R. et al. (2011). �Saling Lattie QCD beyond 100 GPUs�. In: arXiv:1109.2935 [hep-lat℄.

Bah, M. et al. (2014). �Twisted-Mass Lattie QCD using OpenCL�. In: PoS LATTICE2013, p. 032.

Bah, M. et al. (June 2011). �Optimized HPL for AMD GPU and multi-ore CPU usage�. In: Comput. Si. 26.3-4,

pp. 153�164.

Bah, M. et al. (2013). �Lattie QCD based on OpenCL�. In: Comput.Phys.Commun. 184, pp. 2042�2052. arXiv:1209.

5942 [hep-lat℄.

Bek (2002). Test Driven Development: By Example. Boston, USA: Addison-Wesley Longman Publishing Co., In.

Bonati, C. et al. (2013). �The hiral phase transition for two-�avour QCD at imaginary and zero hemial potential�.

In: arXiv:1311.0473 [hep-lat℄.

Burger, F. et al. (2011). �The thermal QCD transition with two �avours of twisted mass fermions�.

Cabibbo, N. and E. Marinari (1982). �A new method for updating SU(N) matries in omputer simulations of gauge

theories�. In: Physis Letters B 119.4-6, pp. 387 �390.

Clark, M. A. and A. D. Kennedy (2007). �Aelerating staggered-fermion dynamis with the rational hybrid Monte Carlo

algorithm�. In: Phys. Rev. D 75 (1), p. 011502.

Creutz, M. (1980). �Monte Carlo Study of Quantized SU(2) Gauge Theory�. In: Phys. Rev. D21, pp. 2308�2315.

Duane, S. et al. (1987). �Hybrid Monte Carlo�. In: Phys. Lett. B195, pp. 216�222.

Frezzotti, R. and G. Rossi (2004). �Chirally improving Wilson fermions. 1. O(a) improvement�. In: JHEP 0408, p. 007.

arXiv:hep-lat/0306014 [hep-lat℄.

Ilgenfritz, E.-M. et al. (2009). �Phase struture of thermal lattie QCD with Nf = 2 twisted mass Wilson fermions�.

In: Phys. Rev. D80, p. 094502. arXiv:0905.3112 [hep-lat℄.

Jansen, K. and C. Urbah (2009). �tmLQCD: a program suite to simulate Wilson Twisted mass Lattie QCD�. In:

Comput. Phys. Commun. 180, pp. 2717�2738. arXiv:0905.3331 [hep-lat℄.

Kalher, S. et al. (2013). �SANAM: An Energy- and Cost-E�ient Multi-GPU Superomputer�. In: in preparation. See

also http://www.amd.om/us/press-releases/Pages/amd-�repro-server-2012nov14.aspx or

http://www.top500.org/system/177996.

Kennedy, A. and B. Pendleton (1985). �Improved heatbath method for Monte Carlo alulations in lattie gauge

theories�. In: Physis Letters B 156.5-6, pp. 393 �399.

Lüsher, M. (1994). �A portable high-quality random number generator for lattie �eld theory simulations�. In: Com-

puter Physis Communiations 79.1, pp. 100 �110.

Martin, R. C. (2008). Clean Code: A Handbook of Agile Software Craftsmanship. 1st ed. Upper Saddle River, NJ, USA:

Prentie Hall PTR.

Philipsen, O. and L. Zeidlewiz (2010). �Cuto� e�ets of Wilson fermions on the QCD equation of state to O(g2)�. In:
Phys. Rev. D81, p. 077501. arXiv:0812.1177 [hep-lat℄.

Philipsen, O. et al. (2011). �LattieQCD using OpenCL�. In: PoS LATTICE2011, p. 044. arXiv:1112.5280 [hep-lat℄.

Philipsen, O. and C. Pinke (2014). �Nature of the Roberge-Weiss transition in Nf = 2 QCD with Wilson fermions�.

In: Phys. Rev. D 89 (9), p. 094504.

Shindler, A. (2008). �Twisted mass lattie QCD�. In: Phys. Rept. 461, pp. 37�110. arXiv:0707.4093 [hep-lat℄.


