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* Resolve partons in nucleons EIC dEtECtOI‘S

S:Iit:t::’nd = high beam energies and luminosities
N\, = Q2 up to ~1000 GeV2

-

Large acceptance
Frwrd/Bckw angles
Precise vertexing
HRes Tracking
Excellent PID

¢

* Resolve (k, bt) of the order a few

hundred MeV in the proton
= High Granularity, wide dynamic range

Eelectron

—ectron // l \E‘ . * Detect all types of remnants to seek
o
3

for correlations:

A P¢'=irt'<=|¢*8 < scattered electron

O ‘\ associated with » ; g A s R
Partecle struck parton = particles associated with initial ion

associated with < particles associated with struck parton
initial ion

sPHENIX — EIC Argonne concept: TOPSIDE

Jefferson lab concept: JLEIC
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EIC detectors readout system

Vertex detector — primary and secondary vrtx(s) Particle Identification — pion, kaon, proton separation
Silicon pixels, e.g. MAPS Time-of-Flight or RICH + dE/dx in tracker

Central tracker — Measure charged track momenta Electromagnetic calorimeter — Photons (E, angle), identify electrons
Drift chamber, TPC + outer tracker or Silicon strips Crystals (backward), Shashlik or Scintillator/Silicon-Tungsten

Forward tracker — Measure charged track moment Hadron calorimeter — Measure charged hadrons , neutrons and KLO
GEMs, Micromegas, or Silicon strips, MAPS Plastic scintillator or RPC + steel

Options for EIC readout

Traditional (triggered) DAQ Streaming readout

* All channels continuously measured and hits stored in short * All channels conFipuoust measured.and h.its str.eamed toa
term memory by the FEE HIT manager (minimal local processing) with a time-stamp

* Channels participating to the trigger send (partial) * A HIT MANAQER receives hits from FEE, order them and
information to the trigger logic stream according to the software data selection

* Trigger logic takes time to decide and if the trigger condition * Another high-level sw re-aligns in time the whole detector
is satisfied: hits applying a selection algorithm to the time-slice

e 2 new ‘event’ is defined + does not require definition of a ‘event’ at trigger level
* trigger signal back to the FEE . ti.merstamp is provided by a synchronous common clock
« data read from memory and stored on tape distributed to each FEE

* Drawbacks: * Advantages:

» only few information form the trigger + Trigger decision based on high level reconstructed information

+ Trigger logic (FPGA) difficult to implement and debug * easy to implement and debug sophisticated algorithms

* not easy to change and adapt to different conditions * high-level programming languages
* scalability

* Full data stream to disk and ‘trigger’ off-line
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Streaming readout for EIC physics

A triggerless DAQ provides advantages for all EIC reaction channels

-1<rapidity<-0

i 5 GeVx50 GeV
Inclusive channel hadron

* Excellent e/h and e/Yy discrimination photon
* At large n (large Q2), low-momentum electrons electron

are overwhelmed by hadrons background

e
5]
ot
S
-
|
=1
84]

Triggerless DAQ system allows a sophisticated electron
selection, making use of advanced algorithms applied to
the full information from detectors

1 10
Momentum (GeV)

Exclusive channels

Several data selection conditions tailored to

physics Eg. DVCS

* DVCS benefits by the measurement of the hard
photon together with the scattered electron

* The dominant BH background can be rejected by
reconstructing O and By and cutting on (0.-6y)

Large flexibility to add new data selections for
different physics cases!
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EIC R&D

A Streaming Read-Out scheme for EIC requires:
* to identify and quantify relevant streaming-readout parameters
* to be implemented in realistic study cases
* to compare performances with traditional DAQ Streaming Readout for EIC Detectors

. . Proposal submitted 25 May, 2018
* to evaluate the impact on EIC detector design
STREAMING READOUT CONSORTIUM

S. AL, V. Berdnikov, T. Horn, L. Pegg, R. Trotta
Catholic University of America, Washington DC, USA

M. Battaglieri (Co-PI)!, A. Celentano
INFN, Genova, ltaly

J.C. Bernauer* (Co-PI)2, D.K. Hasell, R. Milner

Massachusetts Institute of Technology, Cambridge, MA

[ ] [ ] N ) ’ .
Streaming Readout Consortium e R G A
* Also Stony Brook University, Stony Brook, NY
eRD23

ABSTRACT

Micro-electronics and computing technologies have made order-of-magnitude advances
in the last decades. Many existing NP and HEP experiments are taking advantage of

Catholic University of America: S. Ali, V. Berdnikov, T. Horn, M. Muhoza, these developments by upgrading their existing triggered data acquisitions to a stroaming

readout model. A detector for the future Electron-lon Collider will be one of the few

major collider detectors to be built from scratch in the 21st century. A truly modern EIC
I < Pegg’ R' TrOtta' detector, designed from ground-up for streaming readout, promises to further improve
the efficiency and speed of the scientific work-flow and enable messurements not possible

INFN Genova: M. Battaglieri, M.Bondi’,A. Celentano, C.Fanelli, PMusico, with traditional schemes. Streaming readout, however, can impose limitations on the

characteristics of the sensors and sub-detectors. Therefore, it is necessary to understand

S val Iari no these implications before a serious design effort for EIC detectors can be made. We
P propose to begin to evaluate and quantify the parameters for a varety of streaming-
readout implementations and their implications for sub-detectors by using on-going work

I N F N Ro ma.: F. Ame Ii on streaming-readout, as well as by constructing a few targeted prototypes particularly

INFN Bologna: T.Chiarusi, C.Pellegrino st o the BIC environment.
Stony Brook University / RBRC: J. C. Bernauer, E.Cline

Massachusetts Institute of Technology: |.Friscic, D. K. Hasell, R. Milner,
C.Fanelli

Jefferson Lab: M.Battaglieri, C. Cuevas, M.Diefenthaler, R. Ent, Y.Furletova, G.

Heyes, B. Raydo e
BNL: M.Purschke, ].Huang

Externals: M. Locatelli(CAEN), E. Mikkola (Alphacore), ....
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EIC detector R&D community

* Working with other consortia to find the best read out solution

* Some detectors will need specialized electronics to meet performance and cost requirements

Example: GEM-TRD:Works beautifully with streaming-capable fADCI25. Does not work with APY DREAM,VMM. Might
work with modified SAMPA.

* Test of custom/commercial product and/or development of new electronic custom boards

* Dedicated ASICs: considering long development time, need to be designed in advance
* Loose boundary between online/offline software

Where/how to test a triggerless solution for EIC?

 All labs are planning test setups + experiments in the near future which will make use of streaming
readout. All of these activities should have been carried to fruition before 2023.
JLab: CLASI2

Aims to convert to fully streaming in the time scale of few years making full use of SRO capabilities

BNL: sPHENIX

Hybrid system, similar conditions as EIC (Integration time x collisions >1, data rates), uses RHIC RF clock source,
which will likely basis of EICRF source

* These experiments will demonstrate the benefits of SRO and the readiness at EIC scale
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* Learn from the ongoing S-RO activity in current and future experiments

Big Data & Real-Time Analysis

5 TB/s (Run 3) Heavy use of machine learning:
VP TR V.Gligorov, MW, JINST 8 (2012) P02013
POSE ZEro T.Likhomanenko et al [1510.00572]

suppre
/—\ parﬂa\ event
reconstruction on 50k

m’ simple feature- :SEFB/SV crcores 3 ¢
e buiing/selection LHCb (CERN) is planning to use S-RO scheme for the HI-LUMI run to cope
suppression on FPGAs 6 GB/s . .
—_— s with the expected high rate
full event data buffered on
reconstruction  — O(10 PB) disk

(ML-based filtering)
0.7 GB/s ) :
l 3 GB/s [ real-time alignment J

& calibration

[ permanent storage ]

The Deep Learning revolution is leading to powerful GPUs becoming cheap, and CUDA, etc,

are making programming them much easier — future real-time processing GPU dominated?
Mike Williams

CBM (FAIR) developed a full S-RO
DAQ aiming for stored data reduction
* Some (not all) of the rare probes

X ! . an on-line event reconstruction
ave a complex signature. S
Example: Q@ » AK* - pn™K* | g

In the background of several
hundreds of charged tracks

No simple primitive to be « ANTARES - the first underwater nu-tel since 2006 .

implemented in trigger logic = b . by U L ._’. s Running Sinte 200z

‘4 .\ * 885 107 PMTs

s [2]lines

e 25 storeys/line

3 PMTs / storey

EIC Streaming Readout IlI Volker Friese

S e S ¥

T——

KM3NET (EU) developed a full S-RO infrastructure (TRIDAS)

for a underwater neutrino telescope to readout 4k PMTs
located 50Km off-shore

Tommaso Chiarusi — (iNFN Sezione Bologna

EIC - Streaming Readout Il 2018 - 4/12/2018
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* Develop new FE/RO electronics fully S-RO compatible

3.1 Streaming Readout TDC design with VETROC board Im plementi ng

i BT ALICE SAMPA
. GEM  in
<. - streaming
mode at JLab

4*6.25 Gbps [ | T xc7A200 FPGA

Streaming outputs

BDX WaveBoard: 12ch 14 bits 250MHz digitizer VoS Inputs

Board features

Robust High

Single Channel Ssummar A Performance

« Timing Flexible: Front End |

« PLL to multiply and fan out the sampling clock to w/ HV supply * Alphacore presented the current status of detector

FastADCs and FPGA readout IC development including rad-hard
¢ White Rabbit enabled preamplifiers, ADCs and combined ROICs.
« Clock&Time Dedicated inputs ’ j_arge tag%cigt was completed and IC testing will start in
: . anuar .
¢ Darse il e & .= 3 Questions\;or the audience?
] » Is there a need for a “Combined ROIC”, i.e. a chip that has both

* Customizable:
. . preamplifiers and ADCs, or can they be on separate chips?
* COTS SOMs come in various FPGA flavors - What are the target experiments, their schedule, channel

* Maintaining pinout, SOM could be redesigned to ; H. i counts, and readout specifications?
fit different projects PR, L - Radiation hardness requirements?
. - 3 CEUERE ey e * Integration level requirements (IP? Wafers? Packaged chips?
FastADC l.s BONI- selectable g TEE B Packaged and tested chips? Evaluation boards? Ready-made
) A e bl e readout boards with FPGAs ?)
* 65/125/160/250 MHz max sampling rate o ! 5 =22 3
« ARM-M4 for peripheral control (ADC, DAC, 55" SRS EEEtE ' e R @
PLL, T sensor, etc) - T mtmE SEESREE e

-

ARM-M4 A RN ' .
Developing new fADC/ASIC in conjunction
3 Dic 2018 fabrizio.ameli@romal.infn.it :: SROW 8 With Private COmPanieS (ALPHACORE’ CAEN)
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* Validation of streaming RO scheme against triggered DAQ

Progress: SBU/RBRC and MIT

Testing the streaming RO concept using an  EIC Cal
PbWO prototype at DESY

» SBU/RBRC: Organized the workshop :)

» MIT: Funding from DOE was received late, so could not work
with Alphacore on ASIC design

» Test beam time at DESY, parallel read out of calorimeter via
triggered and streaming electronics

» Calorimeter was constructed from tungstate crystals on loan :
from Tanja Horn (CUA) Progress: BNL
» Analysis ongoing » FVTXO@PHENIX and eTOFQOSTAR already streaming in hybrid

configuration
» ATLAS FELIX: 48x10GBps bi-directional interface card
» RCDAQ DAQ software
» SAMPA based streaming digitizer

» ZeroMQ-based streaming over 100 GbE + lossless data
compression

libzmq throughput (mtu:9000)

o
o
o

4
- 128
] —a— 256
- 512
< 1024
& - 2048
8- 4096
—a— 8192
16384
32768
~»— 65536
131072
~- 262144

n ratio [out/in)
=)
3

EBDC compression
2x10Gbps ethernet
48 proc. 2x Xeond216
1.37B TPC FTBF data

4io.

(=]
v
Throughput [Gbps]
i
o

o
v
)

w

a

=

a
&

o
o

sPHENIX proposal is testing Streaming RO

i == gZip 20
architecture replacing the current triggered DAQ et | i
fOI’ the TPC and MVTX 0.0 25 50 7.5 10.0 12.5 150 17.5 20.0

Compressed throughput [Gbps)
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Streaming RO - CLASI2-FT tests

* Progress at Jefferson Lab

SRO DAQ full chain test: FE + RunControl + Streaming ROsw + Rec

On-beam test (10.4 GeV on lead target) in Jan/Feb 2020 .

Hall-B CLAS 12 Forward Tagger: Calorimeter + Hodoscope + Tracker : Streamlng RO - CLASI2-FT tests

This test: Pec.c:

» FT-Cal only b

+ 332 PbWO crystals (APD)

* 10+12 fADC250 boards + 2VTPs (in 2 crates/ROCs) g’ : 4 | Front-End:
Goal: A fADC250

FrontEnd
D.Abbott, FAmeli, C.Cuevas, P. Musico, B.Raydo

SRO SW

TRIDAS .
* collect data with |-2-3 clusters in FT-CAL Ve Streaming FADC250 Setup

. Identify the reaction e Pb — (X) e’ o _)(X) e’ VY T-Cal: PbWO4 calorimé - funControl 16x FADC250 Modules -> VTP -> 2x 10Gbps Ethernet -> PC
unContro
CODA

* reconstruct Mmo ectron energy/momentum
Photon e'nergy (v=E-E)
; £ ~| + v22EF'

scattered CLASI2 k: el 12 TN * Peak data rates ~|50MBytes total
- FT-Cal E o2 W BN N (from both VTPs)
3 Z Ny g * Current VTP limit ~2GByte/sec
* Max: |0GBytes/sec
VTP I0GbE ethernet links
showed stability problems,
TCP/IP stack found to be
responsible
; ; Working on fixing it
The FT in CLASI2
double-clusters (T10) mass obtained == X Pretty much the same configuration FADC250 present
from FT-Cal RG-A data fed to TRIDAS P\ throughout much of Hall B already

Online REC TRIDAS jANAz + REC

JANA2 N.Brei, D.Lawrence,

Front-End: SRO SW T.Chiarusi, C.Pellegrino Front-End: SRO SW M.Bondi’,A.Celentano, C.Fanelli, S.Vallarino

fADC250 fADC250
VTP TRIDAS VTP TRIDAS
naGusies

TriDAS - ) A 7 ";:{:s e

Clusters multiplicity [sgbe 1537

RunControl = - s coherently slice the timeline, relying on time-synchronisation RunControl

CODA : User-defined CODA
Datacards - - >

5 5 n TCPUSs applies L1 + L2 filtering
4x sr)c:kvjs (1x half rack) L1 Tigger: Qth

Coda Transtator * FE setup:
C|USter 40x sockets (1/board) * FT-Cal only -
+ Tested on muItlpIe CPU: L L2 Trigger : Jana Plugin * TET (on fADC250)=15/50, [ T
* LI threshold: 2000 (MeV) Hits x/y distribution
(only half ECAL on)

457 * LI timme window: 400 ns
* FT-Cal rate: 20-30 MHz * Tridas+JANA2+monitoring
+ Few hot-channels > | MHz Hrigger * JANA2:
T * single-thread
* L2 plugins: scaler (write all LI to disk) + JANA2 (tag LI events)
* Online clustering enabled

« Different runs taken with >=1 cluster, >=2 clusters, >=3 clusters

TriDAS Core
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Building up the software framework able to do a semi on-

* Network and software aspects
line reconstructions that include calibration, tracking, ....

WS: Online/offline convergence Open Systems Interconnection layers

Application

» Working together with eRD20 / EICUG Software WG

» Goal is to develop machine-detector interface (MDI) to
machine-detector-analysis interface

Presentation

Session

» Integrate DAQ and analysis to have high level analysis Transport e
available at data taking
» For data verification

» Data reduction / experiment optimization

* Packets
= |P, ICMP, IPSec, IGMP

* Frames
* Ethernet, PPF, Switch, Bridge
» Discussed Al approaches » Physical structure
= Coax, Fiber, Wireless, Hubs, Repeaters

Physical

Clustering i
PrOIO . . . L. Real data
e Went through the academic exercise of implementing in the Ewies 157
project for utilizing protobuf for HEP/NP JANA-based reconstruction framework an (almost) StdDev  57.24

in a language-neutral way
o C++, Python, Go, and Java native
libraries already implemented*
supported by ANL LDRD and eRD20

(multi-lab EIC Software Consortium)
based on pioneering work by Sergei
Chekanov (ProMC) and Alexander Kiselev
(EicMC)

https://github.com/proio-or;

e preprint available end of this week
(contact me at dblyth@anl.gov for copy)

*Java implementation is currently incomplete, but read
functionality is there

Exploring suitable
exchange in streaming-RO mode

12

/O data format for data
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unsupervised clustering algorithm

e The algorithm has been first tested on a toy model then used
offline on real data (dataset provided by Gagik)

energy profile

3 Toy model

'#: #.' 1 e  Start seeing T° peak. Need more data.
"!ﬂ- = : e In the pipeline:
o Reiterate with more stats (different
datasets).
) e o  Compare to another clustering algorithm
e Hits are clustered based on x, y, t through a metric in that space (underway)

e Then the cluster observables are obtained weighting with the hit energy

Al-supported algorithm for off-line and real time self-calibration
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Conclusions and and plans

from Monday, 3 December 2018 at 09:00 to Tuesday, 4 December 2018 at 18:00 (US/Eastern)
at Christopher Newport University ( Freeman Center - Room 201 )

* The rich physics case of EIC requires flexible detectors able to
measure and identify particles in wide kinematic range

* A streaming Read-Out scheme for EIC will be able to provide the
necessary flexibility

* A significant effort by the EIC scientific community is being put to

* survey parallel streaming-RO projects

develop a suitable FE/RO electronics

validate the streaming RO scheme wrt triggered DAQ

define the software/networking framework

Worksho o o
\ X RegU|ar' meetings are organlsed to Future: Next workshop and other activities
discuss options and progress
e T O T — | » Next workshop will be at Christopher Newport University,
organized by JLAB
> May 13-15
» Existing and future developments in SRO hardware
» Software framework / connection with EIC software
» Validation: Experiments performed/planned to test SRO
in real life
» Requirements and constraints for EIC detectors w.r.t.

SRO
» YR: SRO represented by A. Celentano (subconvener), process

we aln to I“CI“de iNn CD I deteCtor deS|gn . | to define detector requirements and integration has started.
» Will use funding to support travel to workshop, to yellow

(Streaming!) Ro SOIUtion! report meetings and to test beam times.
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