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EIC detectors✴ Resolve partons in nucleons
➫  high beam energies and luminosities
➫  Q2 up to ~1000 GeV2

✴ Resolve (kt, bt) of the order a few 
hundred MeV in the proton
➫  High Granularity, wide dynamic range

✴ Detect all types of remnants to seek 
for correlations:
➫  scattered electron
➫  particles associated with initial ion
➫  particles associated with struck parton

• Large acceptance 
• Frwrd/Bckw angles 
• Precise vertexing 
• HRes Tracking 
• Excellent PID
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Vertex detector → primary and secondary vrtx(s)
Silicon pixels, e.g. MAPS

Central tracker → Measure charged track momenta
Drift chamber, TPC + outer tracker or Silicon strips

Forward tracker → Measure charged track moment
GEMs, Micromegas, or Silicon strips, MAPS

Particle Identification → pion, kaon, proton separation
Time-of-Flight or RICH + dE/dx in tracker

Electromagnetic calorimeter → Photons (E, angle), identify electrons
Crystals (backward), Shashlik or Scintillator/Silicon-Tungsten

Hadron calorimeter → Measure charged hadrons , neutrons and KL0 
Plastic scintillator or RPC + steel

EIC detectors readout system

Traditional (triggered) DAQ Streaming readout

✴ All channels continuously measured and hits stored in short 
term memory by the FEE

✴ Channels participating to the trigger send (partial) 
information to the trigger logic

✴ Trigger logic takes time to decide and if the trigger condition 
is satisfied:
• a new ‘event’ is defined
• trigger signal back to the FEE
• data read from memory and stored on tape

✴ Drawbacks: 
• only few information form the trigger
• Trigger logic (FPGA) difficult to implement and debug
• not easy to change and adapt to different conditions

✴ All channels continuously measured and hits streamed to a 
HIT manager (minimal local processing) with a time-stamp

✴ A HIT MANAGER receives hits from FEE, order them and 
stream according to the software data selection

✴ Another high-level sw re-aligns in time the whole detector 
hits applying a selection algorithm to the time-slice
• does not require definition of a ‘event’ at trigger level
• time-stamp is provided by a synchronous common clock 

distributed to each FEE 
✴ Advantages: 

• Trigger decision based on high level reconstructed information
• easy to implement and debug sophisticated algorithms 
• high-level programming languages
• scalability
• Full data stream to disk and ‘trigger’ off-line

Options for EIC readout
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Streaming readout for EIC physics
A triggerless DAQ provides advantages for all EIC reaction channels

Inclusive channel
• Excellent e/h and e/γ discrimination
• At large η (large Q2), low-momentum electrons 

are overwhelmed by hadrons background

Triggerless DAQ system allows a sophisticated electron 
selection, making use of advanced algorithms applied to 

the full information from detectors

Exclusive channels
Several data selection conditions tailored to 
physics Eg. DVCS
• DVCS benefits by the measurement of the hard 

photon together with the scattered electron
• The dominant BH background can be rejected by 

reconstructing θe and θγ and cutting on (θe-θγ)
•

Large flexibility to add new data selections for 
different physics cases!
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EIC R&D
A Streaming Read-Out scheme for EIC requires:
• to identify and quantify relevant streaming-readout parameters
• to be implemented in realistic study cases
• to compare performances with traditional DAQ
• to evaluate the impact on EIC detector design

EIC R&D 
Streaming Readout Consortium 

eRD23

Catholic University of America: S. Ali, V. Berdnikov, T. Horn, M. Muhoza, 
I.Pegg, R. Trotta
INFN Genova: M. Battaglieri, M.Bondi’, A. Celentano, C.Fanelli, P.Musico, 
S.Vallarino
INFN Roma: F.Ameli
INFN Bologna: T.Chiarusi, C.Pellegrino
Stony Brook University / RBRC: J. C. Bernauer, E.Cline
Massachusetts Institute of Technology: I.Friscic, D. K. Hasell, R. Milner, 
C.Fanelli
Jefferson Lab: M.Battaglieri, C. Cuevas, M.Diefenthaler, R. Ent, Y.Furletova, G. 
Heyes, B. Raydo
BNL: M.Purschke, J.Huang
Externals: M. Locatelli(CAEN), E. Mikkola (Alphacore), ....
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EIC detector R&D community

• Working with other consortia to find the best read out solution
• Some detectors will need specialized electronics to meet performance and cost requirements

Example: GEM-TRD: Works beautifully with streaming-capable fADC125. Does not work with APV DREAM, VMM. Might 
work with modified SAMPA.

• Test of custom/commercial product and/or development of new electronic custom boards
• Dedicated ASICs: considering long development time, need to be designed in advance
• Loose boundary between online/offline software

• All labs are planning test setups + experiments in the near future which will make use of streaming 
readout. All of these activities should have been carried to fruition before 2023.

JLab: CLAS12 
Aims to convert to fully streaming in the time scale of few years making full use of SRO capabilities

BNL: sPHENIX 
Hybrid system, similar conditions as EIC (Integration time x collisions >1, data rates), uses RHIC RF clock source, 
which will likely basis of EICRF source

• These experiments will demonstrate the benefits of SRO and the readiness at EIC scale

Where/how to test a triggerless solution for EIC?
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✴ Learn from the ongoing S-RO activity in current and future experiments

LHCb (CERN) is planning to use S-RO scheme for the HI-LUMI run to cope 
with the expected high rate

KM3NET (EU) developed a full S-RO infrastructure (TRIDAS) 
for a underwater neutrino telescope to readout 4k PMTs 
located 50Km off-shore

CBM (FAIR) developed a full S-RO 
DAQ aiming for stored data reduction 
an on-line event reconstruction
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✴ Develop new FE/RO electronics fully S-RO compatible

BDX WaveBoard: 12ch 14 bits 250MHz digitizer

Implementing  
ALICE SAMPA 
G E M i n 
s t r e a m i n g  
mode at JLab

Developing new fADC/ASIC in conjunction 
with private companies (ALPHACORE, CAEN)
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✴ Validation of streaming RO scheme against triggered DAQ

Testing the streaming RO concept using an  EIC Cal 
PbWO prototype at DESY

sPHENIX proposal is testing Streaming RO 
architecture replacing the current triggered DAQ 
for the TPC and MVTX



Overview of eRD23 activities M.Battaglieri JLab/INFN 10

✴ Progress at Jefferson Lab
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✴ Network and software aspects Building up the software framework able to do a semi on-
line reconstructions that include calibration, tracking, ….

Exploring suitable I/O data format for data 
exchange in streaming-RO mode

AI-supported algorithm for off-line and real time self-calibration
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Conclusions and and plans

✴The rich physics case of EIC requires flexible detectors able to 
measure  and identify particles  in wide kinematic range 

✴A streaming Read-Out scheme for EIC will be able to provide the 
necessary flexibility  

✴A significant effort by the EIC scientific community is being put to  
• survey parallel streaming-RO projects 
• develop a suitable FE/RO electronics 
• validate the streaming RO scheme wrt triggered DAQ 
• define the software/networking framework

✴Regular meetings are organised to 
discuss options and progress

We aim to include in CD1 detector design a 
(Streaming!) RO solution! 


