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Goals 

•  Highlight ESnet efforts in SDN 

•  Discuss future directions for R&E community 
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Funding background 

OASCR Research Funding: 1 year funding to investigate SDN for 
ESnet 

 

Program Funding: Continue the research and prototyping work for SDN 
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SDN Investigations @ ESnet 
brief timeline 

2006 2013 

ONS = Open Networking Summit 
TIP = Joint Techs with Univ. Hawaii 
RoCE= Remote DMA over Converged Ethernet 
GLIF = Global Lambda Integrated Facility 
SDN = Software Defined Networking 
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Journey with Programmability 
Joint Techs Summer 2011, Fairbanks, Alaska 

 

 

 

Insights 

•  SDN not 
immune from 

end-to-end 
problem 

•  ‘unmodified end 
host’ an 

attractive 
architecture 
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Microsoft ONS 2014: 
Implemented our first idea in production 



 Lawrence Berkeley National Laboratory   U.S. Department of Energy  |  Office of Science 

Journey with Programmability 
Inaugural Open Network Summit, 2011 (Stanford) 
and SC 2011 (Seattle) 

 
 
 

Insights 
•  Zero 

configuration 
circuit 

•  end-to-end 
communication at 

each layer 
important 

 
 
 

(even at layer 8) 
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Journey with Programmability 
SRS, Ciena, SuperComputing 2012, Salt Lake City 

 

 

 

Insights 

•  Network 
virtualization 
is SDN ‘killer 

app’ 
•  ‘virtual switch’ 

abstraction in 
the WAN 

holds 
promise 
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Journey with Programmability 
World’s first Transport SDN Demo, Infinera/ESnet/Brookhaven 
December 2012 

 

 

 

Insights 

•  optical-layer 
automation 

essential for 
future 

topologies, 
architectures  
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Industry impact – led to the formation of 
Optical Transport Working Group (OTWG) 
in ONF 
•  Feasibility of using OpenFlow for controlling optical devices justified 

formalization of the OTWG in ONF 

•  Invited to be a ONF Research Associate 
•  ONLY DOE/Lab person represented in the ONF (with 200 

companies) 

•  Multiple companies working on implementing the changes – big 
demonstration in Germany in October timeframe 

•  ESnet not participating in demonstration due to resource 
constraints 
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Journey with Programmability 
BGP over SDN infrastructure, ONS 2013 

Insights 

•  SDN networks can interface with existing 
Internet 

•  New techniques need to be developed to 
scale controller based networking 
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Software-Defined Exchanges 

A lot of hype on this exchange concept 

 

Allow multiple networks to build an exchange and apply application/
network specific policy on traffic being exchanged 

 

Definition being adapted by other folks to suit their purposes.  

SDX: A Software Defined Internet Exchange

Nick Feamster
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Today’s interdomain routing protocol, BGP, is difficult to manage, troubleshoot, and secure. It makes even simple network
management tasks—including implementing business contracts, balancing traffic to relieve congestion, and tuning network
paths to achieve good performance and high reliability—both challenging and unpredictable. The research literature is rife with
proposals and protocol modifications to improve BGPs security, convergence properties, flexibility for defining contractual
relationships, and traffic engineering capabilities. Unfortunately, none of these new protocols or modifications have seen any
appreciable level of deployment, as they require substantial modifications to BGPs control plane, where wholesale upgrades
and changes have proven difficult.

Software defined networking (SDN) promises to make network protocols evolvable and flexible; that promise has certainly
been fulfilled in data center networks. We posit that this new level of evolvability and flexibility may also herald a new day for
interdomain routing by allowing BGPs control plane to evolve independently from the underlying switch and router hardware
and bringing software control and logic to interdomain routing. We believe that the programmability that SDN offers can
mitigate three problems in interdomain routing: security and accountability; pricing and contracts; and traffic management.

Although global adoption of SDN faces the same problems as global changes in BGP, we think that exchange points may
be a place where incremental deployment of SDN is both possible and can bring new features to interdomain routing. We
first explore how a single software defined Internet exchange (SDX)—with one controller and one SDN-capable switch—
can catalyze solutions to problems in these three areas. We then explore how expanding the SDX architecture to incorporate
multiple exchange points can enable a broader range of approaches to these problems.

SDX can enable the following applications that are simply not possible in todays routing infrastructure:

• Domain-based or application-specific peering. ISPs may wish to establish limited, special-case peering arrangements
with one another depending on the traffics application type or destination. For example, two ISPs may decide to establish
a settlement-free peering relationship for video streaming, but not for other types of traffic; OpenFlows support for
customizing forwarding policies based on a variety of header fields can enable this type of peering relationship, which is
simply not possible in BGP today, where peering policies are dictated by IP prefix alone. Or, they may wish to establish
peering for traffic that is destined only to a particular DNS domain name or service. In each of these cases, auxiliary
measurements can help associate specific traffic flows to a peering agreement and others to a transit relationship.

• Remote control peering. To ensure good performance, content and service providers may wish to have greater control
over the complete path between the content or service and the client. For example, a streaming video provider may wish
to redirect traffic over better-provisioned paths, or possibly even to direct this traffic over paths with a pre-determined (or
at least predictable) quality of service. An SDX controller could allow a content provider to remotely affect certain parts
of a downstream path, and perhaps even charge a content provider for this additional level of control.

• Enforceable interdomain routing policies. Most exchange-point fabrics do not enforce policy, meaning that the traffic
that flows through an exchange may not necessarily satisfy operators’ high-level policy. Participants can accidentally or
maliciously put traffic on the exchange fabric, which may result in misdirected traffic, routing announcements, or even
specially crafted BGP packets that can exploit known router vulnerabilities. An SDX controller could potentially improve
reliability and security of an exchange point by ensuring that forwarding table entries are only installed if they satisfy the
exchanges high-level security and routing policy.

Additionally, by providing a network controller with direct control over the forwarding tables of switches in an exchange point,
SDX potentially makes the following tasks easier to coordinate and implement with high-level software control (as opposed to
low-level scripts and indirect mechanisms):

• Time-of-day routing. ISPs frequently experience traffic fluctuations as a result of diurnal cycles. Today, operators must
implement time-of-day policies with scripts that log into individual routers and indirectly change configuration (e.g.,
manipulating a route map to adjust local preference settings). An SDX could implement such a policy directly, by simply
updating forwarding table entries at the appropriate time, based on a previously specified policy. Although this capability
is technically possible in the context of todays interdomain routing protocols, SDN control can potentially make this type
of function easier, by virtue of the controllers ability to directly control forwarding tables and existing work on SDN
controllers that “natively” support time-of-day policies (e.g., Procera [2]).

• Dynamic traffic engineering for peering policy compliance. Some peering arrangements have requirements for maintain-
ing traffic volume ratios across peering points. Today, network operators must monitor traffic volumes carefully to ensure
that the traffic that they send over different peering links does not violate these ratios, and rebalance traffic flows if traffic
ratios become imbalanced. An SDX controller can incorporate information about traffic volumes to rebalance traffic
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Journey with Programmability 
Multi-layer SDN, Layer123 SDN, Oct 2013 
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Insights 

•  Provisioning 
multi-layer could 
require a 
workflow 

•  Moving traffic 
between tunnels 
with OF is trivial 
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SDN Testbed Final Plan 
- not all the components are installed 

Updated February 26, 2014

ESnet OpenFlow Testbed
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OSCARS and SDN 
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Journey with Programmability 
World’s first Transport SDN Demo, Infinera/ESnet/Brookhaven 

•  OSCARS 
integrated 
OpenFlow as 
a PSS driver 

•  Vendor 
extensions to 
be 
compatible 
with OTS 
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Journey with Programmability 
Multi-layer SDN, Layer123 SDN, Oct 2013 

 
REST/JSON OpenFlow 

WDM/ OTN/ 
Packet 

OTS 
Virtualization 

Host A Host B 

OTS Config 
Manager 

L0/L1  
Topology Multi-Layer 

Path Engine 
Multi-Layer 
Provisioning 

Multi-Layer 
Topology App 

Advanced Reservation System (OSCARS) 

SDN Controller 

Floodlight 
Traffic 

Optimization 
Engine 

Multi-Layer 
SDN Control 

Layer 

Infinera DTN-X 

1

2

3 4

5
5

10/16/13 Inder Monga, Layer123 SDN 17 

•  OSCARS used 
Floodlight REST 
API for 
configuration, 
topology and 
statistics 

•  Flatten the 
topology for 
multi-layer path 
computation 
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OGF/ESNet - Service Request NBI 
Allow simple service request across domain 
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Building Network Capabilities using Atomic and 
Composite Network Services 

Atomic 
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Network Service Plane 

Service templates 
pre-composed for 
specific applications 
or customized by 
advanced users 

Atomic services used 
as building blocks for 
composite services 

Network Services 
Interface 

Multi-Layer Network Data Plane 
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Examples of Atomic Services 

Routing Service to 
enable IP connectivity 

Measurement Service to 
enable collection of usage data 
and performance stats 

Monitoring Service to ensure 
proper support using SOPs for 
production service 

Store and Forward Service to 
enable caching capability in the 
network 

1+1 

Topology Service to determine 
resources and orientation 

Resource Computation Service 
to determine possible resources 
based on multi-dimensional 
constraints 

Connection Service to specify 
data plane connectivity  

Protection Service to enable 
resiliency through redundancy 

Restoration Service to facilitate 
recovery 

Firewall Service to prevent 
unwanted access of network 
resources 
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Examples of Composite Network Services 
LHC: Resilient High Bandwidth Guaranteed Connection 

1+1 

Protocol Testing: Constrained Path Connection 

Topology Resource Computation Connection Measurement 

Connection Protection Measurement Monitoring 

L3VPN: Privately Routed Network 

Connection Restoration Routing Monitoring Firewall 

(w/ Commodity) 
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A key focus is on technology development which allow 
networks to participate in application workflows 

 
 

 

Experiment Storage 

Storage 

Compute 

Compute 

I  need… 
Experiment 
+ Network 
+ Storage 
+ Compute 

Resulting Workflow: 
Experiment 
Network 
Storage 
Compute Resources/Time 

Network 

Resources/Time 

Conclusion: Application Workflow Integration is Critical! 
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DOE/NSF Workshop 
‘SDN Operationalization’ 
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Three Goals 

1.  Bridge the ‘operational’ gap  
-  architecture, tools and policies 

2.  Deploy and operate securely multi-layer, multi-domain SDN 
networks 
-  Interwork with the current set of Internet technologies 

3.  Identify research, development and technologies needed to 
support new, innovative users and applications 
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It is about running networks 
(not just about network research) 
 

http://www.computerhistory.org/internet_history/
full_size_images/1969_4-node_map.gif 

Future of intersite networking, LBL, 1986 

ARPAnet, 
1969 

HEPnet, 1986 

Develop, deploy and (inter)operate  
a prototype multi-domain SDN network 
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Workshop to focus on the gaps and explore 
building a prototype multi-domain SDN 
network 

1.  Bridge the ‘operational’ gap  
-  architecture, tools and policies 

2.  Deploy and operate securely multi-layer, multi-domain SDN 
networks 
-  Interwork with the current set of Internet technologies 

3.  Identify research, development and technologies needed to 
support new, innovative users and applications 
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Observations and gaps (only a subset) 

 

Time is right for prototyping operational, multi-domain SDNs  
•  Connect up testbeds and operational networks 
•  Build the SBone, the ARPAnet, ….with new technologies 

 

Multi-domain SDN deployment is key 
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Observations and gaps contd. 
Build multiple, community supported Software-Defined 
eXchanges (SDX) 

•  Tackling exchanging IP data is table-stakes for a larger deployment  
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