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sPHENIXsPHENIX Presentations

1. sPHENIX overview (GR,DM) 
• 1st PAC meeting evaluating sPHENIX run plan 
• Recall key considerations regarding sPHENIX design, commissioning and operations 

2. sPHENIX run plan (Jamie Nagle) 
• 2023-2025 run plan  
• Commissioning schedule 
• Physics projections 
• Opportunities beyond ’25  

3. sPHENIX project status (Ed O’Brien)

2



sPHENIX
sPHENIX Science mission

2015 NP LRP
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https://inspirehep.net/literature/1398831



sPHENIX

Jet structure
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sPHENIX toolbox for QGP studies
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Quarkonium spectroscopy
vary size of probe

sPHENIX optimized for high precision studies of jet and heavy flavor probes 

Also enables rich bulk QGP and cold QCD program



sPHENIX
sPHENIX collaboration growth

• Steady growth after CD-0  
• 20 new institutions (7 in 2019, 80 total) 

• world-class expertise in relevant physics, silicon, TPCs, calorimetry, 
electronics, computing 

• about 25% non-US institutions 
• ≈ 300 participants (➔ 400-500 by 2023) 

• Steady evolution of collaboration organization 
• Added speaker’s bureau (M. Rosati), Diversity committee (V. Greene) 

• regular reports in fortnightly meting, consultation of D,E&I on appointments
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sPHENIX
sPHENIX organization

Collaboration Project

Executive Council

Project	and	collaboration	
representatives

Institutional Board

Institution	representatives

Jet structure

D. Perepelitsa, R. Reed

Y spectroscopy

T. Frawley, M. Rosati

Heavy flavor

J. Huang, H. Okawa

Cold QCD

C. Aidala, A. Bazilevsky

Topical Groups

Diversity Office 
V. Greene (chair)

Speaker’s Bureau 
M. Rosati (chair)

established 
in 2019
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Calibration Taskforce 
C. Roland, T. Sakaguchi

TPC calibration

R. Corliss, H. Perreira

Calo calibration

J. Frantz, M. Connors, 
A. Angerami



sPHENIX
sPHENIX Key Considerations

• ’15 LRP recommended installation of a new detector at existing collider 
• this is unusual (vs LEP, Tevatron, LHC,…)  
• realized as upgrade to PHENIX 
• needs to significantly advance HI physics compared to prior 20 years of data taking 
• guides detector design and detector/collider operations 

• ’15 LRP, NAS recommend EIC as major NP construction project 
• EIC @BNL reference schedule implies end of RHIC operations after 2025 run 
• this is unusual (vs prior colliders) 
• guides construction, commissioning and running schedule 
• success of science mission depends on schedule decisions taken now 

• IP8 infrastructure work needs to be coordinated with RHIC operations 
• sPHENIX requires 40 weeks of IP8 access to guarantee readiness for 2023 run 
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sPHENIX
Proposed sPHENIX runs 2023-2025
• 2023 - commissioning of detector, RHIC and data operations with Au+Au 
• 2024 - high statistics p+p and p+A reference/cold QCD data 
• 2025 - high statistics Au+Au data 
• Each of three runs has distinct, critical role for sPHENIX science mission 
• Collaboration sees this as minimal “safe” schedule, in particular wrt 2023 run 

• ensure safe combined operation of detector and collider 
• provide development time for calibration and reconstruction to ensure timely 

completion of science mission before EIC 
• key consideration wrt shortening/compressing schedule is increase in risk

8



sPHENIX
sPHENIX Schedule

sPHENIX 
science  

collaboration

DOE CD-0 
“Mission need” 
approval 

20162015 2017 2018 2019 2020 2021 2022 2023

Installation & 
commissioningDOE CD-1/3A 

Cost, schedule, 
advance purchase 
approval 

9

Collaboration and project are 
committed to sPHENIX being 

ready for data taking in early 2023


Schedule for IP8 infrastructure 
work is critical consideration

BNL PD-2/3 
: Final project design 
approval, authorization to 
execute



sPHENIX
Physics goals → Detector design and performance
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Physics Goal Analysis Requirement Performance Goal

Maximize statistics for 
rare probes

Accept/sample full delivered luminosity Data taking rate of 15kHz for Au+Au

Precision Upsilon 
spectroscopy

Resolve Y(1s), Y(2s), (Y3s) states Y(1s) mass resolution ≤ 125MeV in central Au+Au

High jet efficiency and 
resolution

Full hadron and EM calorimetry  
Jet resolution dominated by irreducible 

background fluctuations
σ/µ≤150%/√pTjet in central Au+Au for R=0.2 jets

Full characterization of jet 
final state

High efficiency tracking for  

0.2 < pT < 40GeV

Tracking efficiency ≥ 90% in central Au+Au 

Momentum resolution ≤ 10% for pT =  40 GeV

Control over initial parton 
pT w/ photon tag

Photon energy resolution dominated by 
irreducible higher order effects

Single photon resolution ≤ 8% for  

pT = 15 GeV in central Au+Au

Control over initial parton 
pT

Topological identification of heavy flavor 
hadron decays

High resolution secondary vertex identification 

(DCA < 30μm @ 1GeV)

Success of LHC multi-purpose experiments in HI physics demonstrates importance of large 
acceptance, high resolution tracking, high collision rates and full EM+Hadronic calorimetry



sPHENIX
sPHENIX detector
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outer HCAL

inner HCAL

EMCAL

TPC

INTT

MVTX

1.4T solenoid



sPHENIX
sPHENIX calorimeters
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outer HCAL

inner HCAL

EMCAL

First @ RHIC:  Full calorimeter stack 
incl. hadronic calo 

Challenge:  
• Absolute calibration of jet response 

(JES, JER)



sPHENIX
sPHENIX Tracking detectors
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First @ RHIC:  Large acceptance high-rate tracking 

Challenges:  
• track reconstruction CPU time 
• TPC distortion correction 

• n.b., with delayed LHC schedule, first HI operation of ALICE 
TPC only in Nov ’22

Continuous readout TPC (R = 20-78cm) 
• shares many concepts with ALICE TPC upgrade

Si strip intermediate tracker (INTT, R = 6-12cm)

3 layer MVTX vertex tracker (R = 2.3, 3.1, 3.9cm) 
• based on ALICE ITS IB detector



sPHENIX
Software/Computing

• Key principle: Reconstruction with fixed, short latency 
• Rapid diagnosis of rare failures 
• Timely completion of science program 
•  Reconstruction time budget of 5s/event 

• Challenges 
• TPC distortion correction 
• Jet energy calibration 

• Collaboration on common software: 
• Workfest w/ ALICE/STAR (July ’19) 
• Workfest w/ ALICE/STAR/CBM/ATLAS (Jan ’20) 

• Main efforts: 
• ACTS tracking, CA seeding (ATLAS, ALICE, STAR) 
• TPC distortion correction (ALICE) 
• Particle flow jet reconstruction (CMS/ATLAS)

→
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sPHENIX

Au+Au min bias + 100kHz pile-up

5s/event

ACTS fitting

CA seeding

GenFit fitting

Hough seeding
Hough fitting

Charged particle reconstruction
Main principle is reconstruction with fixed, short latency  

• e.g., latency for CMS “prompt reco” is 72h 
Consequence (sPHENIX S&C reviews in ’18, ’19): 

• Reconstruction time budget of 5s/event → speed-up of tracking by 200x required 

Speed-up: 
• Cellular Automaton track seeding (ALICE/STAR) 

• time/event: 460s (Hough) to 3s (CA)           
• ATLAS ACTS package track propagator/fitter 

• time/track: 40ms (GenFit) to < 1ms (ACTS) 
• Work continuing on integration and tuning  
• 5s/event goal (nearly) reached 
• Mock data challenge in late 2020 

15n.b., CA seeding is 1.6s for 80% eff., 3s for 95% eff.



sPHENIX

+ many students, postdocs

TPC distortion corrections
Key benchmarks: 

• Upsilon mass resolution  < 125MeV  
•  for  
• requires 150μm hit resolution → TPC 

distortion corrections

ΔpT /pT < 10% pT ≈ 40 GeV/c

Distortion corrections: 
• Established calibration taskforce 
• Workfests with ALICE/STAR experts (@CERN, @BNL) 
• Work is proceeding on distortion map, simulations,  

correction algorithms and verification 
• Diffuse laser system will play key role 
• Critical item for ’23 commissioning
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sPHENIX
Connection to EIC
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2018 design study on EIC detector based on 
sPHENIX solenoid, led by C. Aidala and N. Feege

Large number of collaborators involved in 
EICUG, EIC YR and related activities

• Many institutions preparing EoIs, typically 
as part of consortia 

• Forming consortium with interests in 
number of technologies and exploring re-
use of IP-8 infrastructure 

• RHIC and non-RHIC institutions 
• Editorial board for EoI: Or Hen (MIT),Tanja 

Horn (CUA), John Lajoie (Iowa)



sPHENIX
Summary

• sPHENIX collaboration and project are committed to realize priority (1) of the 
NP LRP with first data taking in early 2023 
• Construction of full sPHENIX baseline detector and infrastructure are underway 
• Major progress on key software challenges  

• Continued support by BNL (NPPS, CIS) essential  
• Developed BUR to meet essential commissions and data taking needs of sPHENIX 

science mission 
• Continued enthusiasm for cold QCD studies with sPHENIX barrel; forming 

consortium of sPHENIX/RHIC/non-RHIC institutions to respond to EoI call 
• Key concern is RHIC schedule; sPHENIX requires 40 weeks of access for 

IP8 infrastructure work
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