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Outline
• Brief history of the field 

• Current status and main open questions 

• Important future measurements
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Brief History
• 1970: QCD, asymptotic freedom, shock flow, Bevalac, Dubna!

• first characterisation of the collision; fireball model, coalescence, … 

• 1980: Quark Gluon Plasma, Bevalac, AGS, SPS 

• collective flow, HBT, thermal model, …. 

• 1990: AGS, SPS 

• J/Ψ suppression, strangeness enhancement, … 

• 2000: SPS, RHIC, the perfect liquid (paradigm change) 

• large collective flow, high-pt suppression, …  

• 2010: SPS, RHIC, LHC 

• higher harmonics, jet suppression, open heavy flavor, quarkonia, …
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Leading to a standard model for the QGP evolution!!
Due to 40 years of experimental and theoretical effort for different size systems and energies! 
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2002 Long Range Plan
• and very possibly, new and unexpected phenomena 

in the realm of nuclear matter at the highest densities
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added. The simulated data were filtered by a GEANT
model of STAR and reconstructed in a way similar to that
used for the data. For 2% and 10% elliptic flow added to
the simulations, the flow extracted was (2.0± 0.1)% and
(9.7 ± 0.2)%, respectively.
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FIG. 3. Elliptic flow (solid points) as a function of central-
ity defined as nch/nmax. The open rectangles show a range of
values expected for v2 in the hydrodynamic limit, scaled from
ϵ, the initial space eccentricity of the overlap region. The
lower edges correspond to ϵ multiplied by 0.19 and the upper
edges to ϵ multiplied by 0.25.

Fig. 3 shows v2 as a function of centrality of the colli-
sion. Although this figure was made with the subevents
chosen as in Fig. 2, the same results within errors were
obtained with the other correlation methods. Restricting
the primary vertex z position to reduce TPC acceptance
edge effects also made no difference. From the results of
the study of non-flow contributions by different subevent
selections and the maximum magnitudes of the first and
higher-order harmonics, we estimate a systematic error
for v2 of about 0.005, with somewhat smaller uncertainty
for the mid-centralities where the resolution of the event
plane is high. The systematic errors are not included in
the figures.

In the hydrodynamic limit, elliptic flow is approxi-
mately proportional to the initial space anisotropy, ϵ,
which is calculated in Ref. [27]. The transformation to
the multiplicity axis in Fig. 3 was done using a Hijing [22]
simulation, taking into account the above mentioned
vertex-finding inefficiency for low multiplicity events. In
comparing the flow results to ϵ, no unusual structure is
evident which could be attributed to the crossing of a
phase transition while varying centrality [4,19]. The ϵ
values in Fig. 3 are scaled to show the range of hydrody-
namic predictions [6,8] for v2/ϵ from 0.19 to 0.25. The
data values for the lower multiplicities could indicate in-
complete thermalization during the early time when el-
liptic flow is generated [5,6]. On the other hand, for
the most central collisions, comparison of the data with
hydrodynamic calculations suggest that early-time ther-

malization may be complete. The v2 values peak at more
peripheral collisions than RQMD predictions [18], but in
qualitative agreement with hydrodynamic models [7].
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FIG. 4. Elliptic flow as a function of transverse momen-
tum for minimum bias events.

The differential anisotropic flow is a function of η and
pt. For the integrated results presented here, all v val-
ues should first be calculated as a function of η and pt,
and then averaged over either or both variables using the
double differential cross sections as weights. Since we do
not yet know the cross sections, we have averaged us-
ing the observed yields. Fig. 4 shows v2 as a function of
pt for a minimum bias trigger. The η dependence (not
shown), which is averaged over pt from 0.1 to 2.0 GeV/c,
is constant at a value of (4.5 ± 0.5)% for |η| <∼ 1.3. We
have assumed that the efficiency (yield/cross section) is
constant in the pt range where the yield is large. This is
borne out by studies of the effects of different track qual-
ity cuts on the observed pt spectra. For the pt depen-
dence the data are not very sensitive to the assumption
of constant efficiency as a function of η because v2 ap-
pears to be independent of η in the range used, |η| < 1.3.
Mathematically the v2 value at pt = 0, as well as its
first derivative, must be zero, but it is interesting that v2

appears to rise almost linearly with pt starting from rela-
tively low values of pt. This is consistent with a stronger
“in-plane” hydrodynamic expansion of the system than
the average radial expansion. Note that the results shown
in Fig. 3 were obtained by taking the average over both η
and pt, weighted by the yield. Although Fig. 4 is for ap-
proximately minimum bias data [28] the general shapes
are the same for data selected on centrality, except that
the slopes of the pt curves depend on centrality. Fig. 4
was made using pseudorapidity subevents, although the
same results within errors were obtained using the other
two methods.

We conclude that elliptic flow at RHIC rises up to
about 6% for the most peripheral collisions, a value which
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and FTPC-Au are separated by 8 rapidity units. Figure
1 shows the FTPC-Au multiplicity for minimum bias and
ZDC-d neutron-tagged events. The latter have a strong
bias toward low multiplicity.

The centrality tags were modeled using a Monte Carlo
Glauber calculation [2] incorporating the Hulthén wave-
function of the deuteron[22]. In this model the mean
number of binary collisions ⟨Nbin⟩ is 7.5±0.4 for mini-
mum bias events and σdAu

hadr=2.21±0.09 b. Events with a
neutron spectator from the deuteron comprise (18±3)%
of σdAu

hadr in the model. This event class is biased to-
ward peripheral collisions, with ⟨Nbin⟩=2.9±0.2. The
FTPC-Au multiplicity distribution was modeled by con-
voluting the Glauber model distribution of participants
from the Au nucleus with the charged multiplicity dis-
tribution measured in 2.5<|η|<3.5 for p̄+p collisions at√

s=200 GeV[23]. The FTPC-Au acceptance, efficiency
and backgrounds were taken into account using HIJING
[21] events in a GEANT model of the detector. Figure
1 shows the measurements for both minimum bias and
ZDC-d neutron-tagged events, together with the corre-
sponding Glauber model predictions. The model is val-
idated by its agreement with both multiplicity distribu-
tions and with the ZDC-d single neutron cross section
fraction. High FTPC-Au multiplicity therefore biases
towards central collisions. Figure 1 shows the cut defin-
ing the 20% highest multiplicity collisions in the data.
⟨Nbin⟩=15.0±1.1 for the 20% highest multiplicity colli-
sions in the Glauber model, where the uncertainty in-
cludes the spread in values obtained with several alter-
native models.

Figure 2 shows the invariant inclusive pT distribution
of (h+ + h−)/2 within |η|<0.5 for minimum bias and cen-
tral d+Au collisions, together with that for p+p collisions
from [5]. The error bars are the quadrature sum of sta-
tistical errors and point-to-point systematic uncertain-
ties. The normalization uncertainty for d+Au collisions
is 10%.

Nuclear effects on hadron production in d+Au and
Au+Au collisions are measured through comparison to
the p+p spectrum using the ratio

RAB(pT ) =
d2N/dpT dη

TAB d2σpp/dpT dη
, (1)

where d2N/dpT dη is the differential yield per event in
the nuclear collision A + B, TAB=⟨Nbin⟩/σpp

inel describes
the nuclear geometry, and d2σpp/dpT dη for p+p inelastic
collisions is determined from the measured p+p differen-
tial cross section[5]. In the absence of nuclear effects
such as shadowing, the Cronin effect, or gluon satura-
tion, hard processes are expected to scale with the num-
ber of binary collisions and RAB(pT )=1. Figure 3 shows
RAB(pT ) for minimum bias and central d+Au collisions.
The error bars are the quadrature sum of the statistical
and point-to-point systematic uncertainties. RAB(pT )>1
for 2<pT <7 GeV/c. RAB(pT ) for central and minimum
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FIG. 2: Inclusive pT distributions for minimum bias and
central d+Au collisions, and non-singly diffractive p+p colli-
sions [5]. Hash marks at the top indicate bin boundaries for
pT >3.8 GeV/c.
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FIG. 3: RAB(pT ) from Eq. 1 for minimum bias and central
d+Au collisions, and central Au+Au collisions[5]. The min-
imum bias d+Au data are displaced 100 MeV/c to the right
for clarity. The bands show the normalization uncertainties,
which are highly correlated point-to-point and between the
two d+Au distributions.

bias d+Au collisions contain many common uncertain-
ties, including dependence on the same p+p reference
spectrum. The ratio of RAB(pT ) for central relative to
minimum bias collisions, which factors out these com-
mon uncertainties, is 1.02±0.03 at 4 GeV/c. RAB(pT )
may be influenced by nuclear shadowing [13] and its cen-
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FIG. 1. The yields per event at mid-rapidity for charged
hadrons (left) and neutral pions (right) are shown as a func-
tion of pT for 60–80% (lower) and 0–10% (upper) event sam-
ples. The error bars indicate the statistical errors on the yield;
the surrounding brackets indicate the systematic errors. Also
shown are the N+N references for charged hadrons and neu-
tral pions, each scaled up by ⟨Nbinary⟩ for the class. The
bands indicate the uncertainty in the N+N reference and in
the ⟨Nbinary⟩.
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FIG. 2. The ratio RAA for charged hadrons and neutral
pions (weighted average of PbSc and PbGl results) in cen-
tral Au+Au collisions. The error bars indicate the statistical
errors on the measurement. The surrounding bands [shaded
for π0’s, brackets for (h+ + h−)/2] are the quadrature sums
of (i) the systematic errors on the measurement, (ii) the un-
certainty in the N+N reference, and (iii) the uncertainty in
⟨Nbinary⟩. Also shown are the ratio of inclusive cross sections
in α+α compared to p+p at

√
s

NN
= 31 GeV [18], and spec-

tra from central Pb+Pb, Pb+Au compared to p+p collisions
at

√
s

NN
= 17 GeV [17] shown as a band indicating the range

of uncertainty.
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We further studied the contamination of the tracklet
distribution by feed-down products from weak decays of
strange particles. Due to the proximity of our detectors
to the beamline and the good pointing accuracy in the
tracklet reconstruction, the contribution was found to be
small (< 4%). Again, the multiplicities reported here are
corrected based on the HIJING distributions.

Fig. 3 shows a direct comparison of the SPEC (left)
and VTX (right) tracklet dN/dη distributions for data
(symbols) and MC events (solid lines), normalized per
event. Scaling factors of 1.15 for

√
s = 56 AGeV and 0.98

for
√

s = 130 AGeV were applied to the MC distribution
to match the integrals to the data. The shape of the
distribution agrees well between simulation and data.
SPEC and VTX distributions are both consistent with
the same scaling factor. Based on the MC studies, the
comparison of data and MC tracklet distributions and the
comparison of results from the SPEC and VTX tracklet
analysis, we conclude that the proportionality factors can
be applied to the measured tracklet distributions with an
overall systematic uncertainty of less than 8%.

As the result of this procedure we obtain a primary
charged particle density of dN/dη||η|<1 = 408±12(stat)±
30(syst) for

√
s = 56 AGeV and 555±12(stat)±35(syst)

at
√

s = 130 AGeV. From the simulation of the paddle
counter selection we obtain for the mean number of
participating nucleons ⟨Npart⟩ = 330 ± 4(stat)+10

−15
(syst)

for
√

s = 56 AGeV and 343 ± 4(stat)+7

−14
(syst) for

√
s =

130 AGeV.
Normalizing per participant pair, we deduce

dN/dη||η|<1/0.5⟨Npart⟩ = 2.47 ± 0.1(stat) ± 0.25(syst)
and 3.24 ± 0.1(stat) ± 0.25(syst), respectively.

Finally, taking the strong correlation between the
systematic errors at the two energies into account, we
obtain an increase in the charged particle density per
participant by a factor of 1.31 ± 0.04(stat)± 0.05(syst).

In Fig. 4 we show the normalized yield per partici-
pant obtained for Au+Au collisions, proton-antiproton
(pp) collisions [7] and central Pb+Pb collisions at the
CERN SPS [8]. The dN/dη value for the Pb+Pb data
was obtained by numerically integrating the momentum
distributions shown in [8].

Several important features of the data emerge: First,
the central Au+Au collisions show a significantly larger
charged particle density per participant than for example
non-single diffractive (NSD) pp collisions at comparable
energies. This rules out simple superposition models such
as the wounded nucleon model [9] and is compatible with
predictions of models like HIJING that include particle
production via hard-scattering processes.

Secondly, the observed increase by 31% from 56 to
130 AGeV in central Au+Au collisions is significantly
steeper than the increase shown by a pp parametrization
(see Fig. 4) for the same energy interval [7]. Finally,
comparing our data to those obtained at the CERN
SPS for Pb+Pb collisions at

√
s = 17.8 AGeV, we

find a 70% higher particle density per participant near

η = 0 at
√

s = 130 AGeV. General arguments (c.f.
Bjorken’s estimate [10]) suggest that this increase should
correspond to a similar increase in the maximal energy
density achieved in the collision.
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FIG. 4. Measured pseudorapidity density normalized per
participant pair for central Au+Au collisions. Systematic
errors are shown as shaded area. Data are compared with
pp data and Pb+Pb data from the CERN SPS. Also shown
are results of a HIJING simulation (with a line to guide the
eye) and a parametrization of the pp data [7].
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momentum interval pT = 2.5 − 4.0 GeV/c. A fit to
RCP ∼ eαη yields α = −0.28 ± 0.03 for the central–
to–peripheral ratio, a similar η dependence as Q2

s from
HERA [5], α = −0.13 ± 0.03 for the semicentral–to–
peripheral ratio.

The observed suppression of yield in d+Au collisions
(as compared to p+p collisions) has been qualitatively
predicted by several authors [15, 16, 17] within the
framework of gluon saturation that includes the effects
of ‘quantum evolution’ with rapidity. However, no de-
tailed numerical predictions are yet available. These ap-
proaches also predict the observed centrality dependence
of the suppression at different pseudorapidities. Other
authors [18, 19] have based their predictions on the two
component microscopic HIJING model that includes a
parametrization of perturbative QCD and string break-
ing as a mechanism to account for soft coherent particle
production, and ‘gluon shadowing’ as a method for reduc-
ing the number of effective gluon–gluon collisions. The
HIJING model has been shown to give a good descrip-
tion of the overall charged particle distribution in d+Au
collisions [13, 20], and thus the low–pT behavior of RdAu

with pseudorapidity.
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FIG. 4: Evolution of the central/peripheral (full points) and
semicentral/peripheral (open points) Rcp ratios on pseudora-
pidity.

In summary, we observed a significant reduction of the
yield of charged hadrons measured in d+Au collisions, as
compared to scaled p+p collisions at forward pseudora-
pidities. This suppression for pT > 2 GeV/c, is absent
at mid-rapidity [9, 21], increases smoothly as the differ-
ence in rapidity between the detected particles and the
gold ion increases. Also, the change from mid– to for-
ward rapidities is stronger for central collisions than for
semicentral collisions, indicating a dependence on the ge-
ometry of the collision. Such effects are consistent with
the onset of saturation in the Au nuclei gluon density at
small–x values which modifies the shapes and magnitudes

of RdAu and Rcp at all transverse momenta.

These results highlight opportunities for studying sat-
uration phenomena in nuclei at RHIC.
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A dense almost perfect liquid



2007 Long Range Plan

• The almost Perfect Liquid (2005) 

• discovered experimentally: elliptic flow, 
high-pt suppression   

• macroscopic description: viscous 
relativistic hydrodynamics  

• we are still lacking understanding from first 
principle QCD: quasiparticles, fields,…? 

• required even for an effective theory

6

Analogy: Superconductivity!
experimentally discovered 1911: 

Heike Kamerlingh Onnes 
macroscopic theory 1950: !

Ginzburg-Landau 
microscopic theory 1957: !
Bardeen, Cooper and Schrieffer

recent excitement/controversie of finding collective effects in pA (dA) is a clear 
practical example of how important this is 

• The major discoveries in the first five years of RHIC must be followed by a 
broad, quantitative study of the fundamental properties of the quark-gluon-
plasma
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just a few examples2001 2011
added. The simulated data were filtered by a GEANT
model of STAR and reconstructed in a way similar to that
used for the data. For 2% and 10% elliptic flow added to
the simulations, the flow extracted was (2.0± 0.1)% and
(9.7 ± 0.2)%, respectively.
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FIG. 3. Elliptic flow (solid points) as a function of central-
ity defined as nch/nmax. The open rectangles show a range of
values expected for v2 in the hydrodynamic limit, scaled from
ϵ, the initial space eccentricity of the overlap region. The
lower edges correspond to ϵ multiplied by 0.19 and the upper
edges to ϵ multiplied by 0.25.

Fig. 3 shows v2 as a function of centrality of the colli-
sion. Although this figure was made with the subevents
chosen as in Fig. 2, the same results within errors were
obtained with the other correlation methods. Restricting
the primary vertex z position to reduce TPC acceptance
edge effects also made no difference. From the results of
the study of non-flow contributions by different subevent
selections and the maximum magnitudes of the first and
higher-order harmonics, we estimate a systematic error
for v2 of about 0.005, with somewhat smaller uncertainty
for the mid-centralities where the resolution of the event
plane is high. The systematic errors are not included in
the figures.

In the hydrodynamic limit, elliptic flow is approxi-
mately proportional to the initial space anisotropy, ϵ,
which is calculated in Ref. [27]. The transformation to
the multiplicity axis in Fig. 3 was done using a Hijing [22]
simulation, taking into account the above mentioned
vertex-finding inefficiency for low multiplicity events. In
comparing the flow results to ϵ, no unusual structure is
evident which could be attributed to the crossing of a
phase transition while varying centrality [4,19]. The ϵ
values in Fig. 3 are scaled to show the range of hydrody-
namic predictions [6,8] for v2/ϵ from 0.19 to 0.25. The
data values for the lower multiplicities could indicate in-
complete thermalization during the early time when el-
liptic flow is generated [5,6]. On the other hand, for
the most central collisions, comparison of the data with
hydrodynamic calculations suggest that early-time ther-

malization may be complete. The v2 values peak at more
peripheral collisions than RQMD predictions [18], but in
qualitative agreement with hydrodynamic models [7].
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FIG. 4. Elliptic flow as a function of transverse momen-
tum for minimum bias events.

The differential anisotropic flow is a function of η and
pt. For the integrated results presented here, all v val-
ues should first be calculated as a function of η and pt,
and then averaged over either or both variables using the
double differential cross sections as weights. Since we do
not yet know the cross sections, we have averaged us-
ing the observed yields. Fig. 4 shows v2 as a function of
pt for a minimum bias trigger. The η dependence (not
shown), which is averaged over pt from 0.1 to 2.0 GeV/c,
is constant at a value of (4.5 ± 0.5)% for |η| <∼ 1.3. We
have assumed that the efficiency (yield/cross section) is
constant in the pt range where the yield is large. This is
borne out by studies of the effects of different track qual-
ity cuts on the observed pt spectra. For the pt depen-
dence the data are not very sensitive to the assumption
of constant efficiency as a function of η because v2 ap-
pears to be independent of η in the range used, |η| < 1.3.
Mathematically the v2 value at pt = 0, as well as its
first derivative, must be zero, but it is interesting that v2

appears to rise almost linearly with pt starting from rela-
tively low values of pt. This is consistent with a stronger
“in-plane” hydrodynamic expansion of the system than
the average radial expansion. Note that the results shown
in Fig. 3 were obtained by taking the average over both η
and pt, weighted by the yield. Although Fig. 4 is for ap-
proximately minimum bias data [28] the general shapes
are the same for data selected on centrality, except that
the slopes of the pt curves depend on centrality. Fig. 4
was made using pseudorapidity subevents, although the
same results within errors were obtained using the other
two methods.

We conclude that elliptic flow at RHIC rises up to
about 6% for the most peripheral collisions, a value which
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ples. The error bars indicate the statistical errors on the yield;
the surrounding brackets indicate the systematic errors. Also
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lines show the result of the fit described in the text.
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For central collisions 0-5% we observe that at p
t

⇡ 2
GeV/c v

3

becomes equal to v
2

and at p
t

⇡ 3 GeV/c v
4

also reaches the same magnitude as v
2

and v
3

. For more
central collisions 0-2%, we observe that v

3

becomes equal
to v

2

at lower p
t

and reaches significantly larger values
than v

2

at higher-p
t

. The same is true for v
4

compared
to v

2

.
We compare the structures found with azimuthal cor-

relations between triggered and associated particles to
those described by the measured v

n

components. The
two-particle azimuthal correlations are measured by cal-
culating:

C(��) ⌘ N
mixed

N
same

dN
same

/d��

dN
mixed

/d��
, (3)

where �� = �
trig

��
assoc

. dN
same

/d�� (dN
mixed

/d��)
is the number of associated particles as function of ��
within the same (di↵erent) event, and N

same

(N
mixed

)
the total number of associated particles in dN

same

/d��
(dN

mixed

/d��). Figure 4 shows the azimuthal correla-

 (rad.)φΔ
-1 0 1 2 3 4

)φ
Δ

C
(

0.992
0.994
0.996
0.998

1
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1.01

 < 3.0t,trig2.0 < p
 < 2.0t,assoc1.0 < p

| < 0.8ηCentrality 0-1%, |
| > 1ηΔ|

| > 1}ηΔ{2, |2,3,4,5v

FIG. 4. (color online) The two-particle azimuthal correla-
tion, measured in 0 < �� < ⇡ and shown symmetrized over
2⇡, between a trigger particle with 2 < pt < 3 GeV/c and
an associated particle with 1 < pt < 2 GeV/c for the 0–1%
centrality class. The solid red line shows the sum of the mea-
sured anisotropic flow Fourier coe�cients v2, v3, v4 and v5
(dashed lines).

tion observed in very central collisions 0–1%, for trigger
particles in the range 2 < p

t

< 3 GeV/c with associated
particles in 1 < p

t

< 2 GeV/c for pairs in |�⌘| > 1.
We observe a clear doubly-peaked correlation structure
centered opposite to the trigger particle. This feature
has been observed at lower energies in broader central-
ity bins [32, 33], but only after subtraction of the elliptic
flow component. This two-peak structure has been in-
terpreted as an indication for various jet-medium modi-

fications (i.e. Mach cones) [32, 33] and more recently as
a manifestation of triangular flow [10–13]. We therefore
compare the azimuthal correlation shape expected from
v
2

, v
3

, v
4

and v
5

evaluated at corresponding transverse
momenta with the measured two-particle azimuthal trig-
gered correlation and find that the combination of these
harmonics gives a natural description of the observed cor-
relation structure on the away-side.
In summary, we have presented the first measurement

at the LHC of triangular v
3

, quadrangular v
4

and pen-
tagonal particle flow v

5

. We have shown that the trian-
gular flow and its fluctuations can be understood from
the initial spatial anisotropy. The transverse momentum
dependence of v

2

and v
3

compared to model calculations
favors a small value of the shear viscosity to entropy ratio
⌘/s. For the 5% most central collisions we have shown
that v

2

rises strongly with centrality in 1% centrality per-
centiles. The strong change in v

2

and the small change
in v

3

as a function of centrality in these 1% centrality
percentile classes follow the centrality dependence of the
corresponding spatial anisotropies. The two-particle az-
imuthal correlation for the 0–1% centrality class exhibits
a double peak structure around �� ⇠ ⇡ (the “away
side”) without the subtraction of elliptic flow. We have
shown that the measured anisotropic flow Fourier coe�-
cients give a natural description of this structure.

ACKNOWLEDGEMENTS

The ALICE collaboration would like to thank all its en-
gineers and technicians for their invaluable contributions
to the construction of the experiment and the CERN
accelerator teams for the outstanding performance of
the LHC complex. The ALICE collaboration acknowl-
edges the following funding agencies for their support
in building and running the ALICE detector: Calouste
Gulbenkian Foundation from Lisbon and Swiss Fonds
Kidagan, Armenia; Conselho Nacional de Desenvolvi-
mento Cient́ıfico e Tecnológico (CNPq), Financiadora
de Estudos e Projetos (FINEP), Fundação de Amparo
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Figure 10: Dijet asymmetry ratio, AJ , for leading jets of pT,1 > 120 GeV/c, subleading jets of
pT,2 >50 GeV/c and Df12 > 2p/3 for 7 TeV pp collisions (a) and 2.76 TeV PbPb collisions in
several centrality bins: (b) 50–100%, (c) 30–50%, (d) 20–30%, (e) 10–20% and (f) 0–10%. Data are
shown as black points, while the histograms show (a) PYTHIA events and (b)-(f) PYTHIA events
embedded into PbPb data. The error bars show the statistical uncertainities.

The evolution of the dijet momentum balance illustrated in Fig. 10 can be explored more quan-
titatively by studying the fraction of balanced jets in the PbPb events. The balanced fraction,
RB(AJ < 0.15), is plotted as a function of collision centrality (again in terms of Npart) in Fig. 11.
It is defined as the fraction of all events with a leading jet having pT,1 > 120 GeV/c for which
a subleading partner with AJ < 0.15 and Df12 > 2p/3 is found. Since RB(AJ < 0.15) is cal-
culated as the fraction of all events with pT,1 > 120 GeV/c, it takes into account the rate of
apparent “mono-jet” events, where the subleading partner is removed by the pT or Df selec-
tion.

The AJ threshold of 0.15 corresponds to the median of the AJ distribution for pure PYTHIA
dijet events passing the criteria used for Fig. 10. By definition, the fraction RB(AJ < 0.15) of
balanced jets in PYTHIA is therefore 50%, which is plotted as a dashed line in Fig. 11. As will be
discussed in Section 3.3, a third jet having a significant impact on the dijet imbalance is present
in most of the large-AJ events in PYTHIA.

The change in jet-finding performance from high to low pT, discussed in Section 2.4.3, leads to
only a small decrease in the fraction of balanced jets, of less than 5% for central PYTHIA+DATA
dijets. In contrast, the PbPb data show a rapid decrease in the fraction of balanced jets with
collision centrality. While the most peripheral selection shows a fraction of balanced jets of
close to 45%, this fraction drops by close to a factor of two for the most central collisions. This
again suggests that the passage of hard-scattered partons through the environment created in
PbPb collisions has a significant impact on their fragmentation into final-state jets.

2

FIG. 1: Event display of a highly asymmetric dijet event, with one jet with ET > 100 GeV and no evident recoiling jet, and
with high energy calorimeter cell deposits distributed over a wide azimuthal region. By selecting tracks with pT > 2.6 GeV
and applying cell thresholds in the calorimeters (ET > 700 MeV in the electromagnetic calorimeter, and E > 1 GeV in the
hadronic calorimeter) the recoil can be seen dispersed widely over azimuth.

|⌘| < 3.2. The hadronic calorimetry in the range |⌘| < 1.7
is provided by a sampling calorimeter made of steel and
scintillating tiles. In the end-caps (1.5 < |⌘| < 3.2),
LAr technology is also used for the hadronic calorime-
ters, matching the outer |⌘| limits of the electromag-
netic calorimeters. To complete the ⌘ coverage, the LAr
forward calorimeters provide both electromagnetic and
hadronic energy measurements, extending the coverage
up to |⌘| = 4.9. The calorimeter (⌘,�) granularities are
0.1 ⇥ 0.1 for the hadronic calorimeters up to |⌘| = 2.5
(except for the third layer of the Tile calorimeter, which
has a segmentation of 0.2⇥0.1 up to |⌘| = 1.7), and then
0.2⇥ 0.2 up to |⌘| = 4.9. The EM calorimeters are longi-
tudinally segmented into three compartments and feature
a much finer readout granularity varying by layer, with
cells as small as 0.025⇥0.025 extending to |⌘| = 2.5 in the
middle layer. In the data taking period considered, ap-
proximately 187,000 calorimeter cells (98% of the total)
were usable for event reconstruction.

The bulk of the data reported here were triggered
using coincidence signals from two sets of Minimum
Bias Trigger Scintillator (MBTS) detectors, positioned
at z = ±3.56 m, covering the full azimuth between
2.09 < |⌘| < 3.84 and divided into eight � sectors and two
⌘ sectors. Coincidences in the Zero Degree Calorimeter
and LUCID luminosity detectors were also used as pri-
mary triggers, since these detectors were far less suscep-
tible to LHC beam backgrounds. These triggers have a
large overlap and are close to fully e�cient for the events
studied here.

In the o✏ine analysis, events are required to have a
time di↵erence between the two sets of MBTS counters
of �t < 3 ns and a reconstructed vertex to e�ciently
reject beam-halo backgrounds. The primary vertex is
derived from the reconstructed tracks in the Inner De-
tector (ID), which covers |⌘| < 2.5 using silicon pixel and

strip detectors surrounded by straw tubes. These event
selection criteria have been estimated to accept over 98%
of the total lead-lead inelastic cross section.
The level of event activity or “centrality” is char-

acterized using the total transverse energy (⌃E
T

) de-
posited in the Forward Calorimeters (FCal), which cover
3.2 < |⌘| < 4.9, shown in Fig. 2. Bins are defined in cen-
trality according to fractions of the total lead-lead cross
section selected by the trigger and are expressed in terms
of percentiles (0-10%, 10-20%, 20-40% and 40-100%) with
0% representing the upper end of the ⌃E

T

distribution.
Previous heavy ion experiments have shown a clear cor-
relation of the ⌃E

T

with the geometry of the overlap
region of the colliding nuclei and, correspondingly, the
total event multiplicity. This is verified in the bottom
panel of Fig. 2 which shows a tight correlation between
the energy flow near mid-rapidity and the forward ⌃E

T

.
The forward ⌃E

T

is used for this analysis to avoid biasing
the centrality measurement with jets.
Jets have been reconstructed using the infrared-safe

anti-k
t

jet clustering algorithm [9] with the radius pa-
rameter R = 0.4. The inputs to this algorithm are “tow-
ers” of calorimeter cells of size �⌘⇥�� = 0.1⇥ 0.1 with
the input cells weighted using energy-density dependent
factors to correct for calorimeter non-compensation and
other energy losses. Jet four-momenta are constructed
by the vectorial addition of cells, treating each cell as an
(E, ~p) four-vector with zero mass.

The jets reconstructed using the anti-k
t

algorithm con-
tain a mix of genuine jets and jet-sized patches of the un-
derlying event. For each event, we estimate the average
transverse energy density in each calorimeter layer in bins
of width �⌘ = 0.1, and averaged over azimuth. In the
averaging, we exclude jets with D = E

T

(max)/hE
T

i, the
ratio of the maximum tower energy over the mean tower
energy, greater than 5. The value D

cut

= 5 is chosen
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Impact Publications
• the experimental RHIC program is very productive 

in producing papers and the papers are highly 
cited 

• whitepapers (1500-2000), many individual key 
papers 500-1000, average papers ~100   

• the same is true at the LHC, the heavy-ion papers 
are cited as well and even while compared to 
particle physics and the Higgs discovery 4 heavy-
ion papers in the top 10, 9 in top 30 of LHC 
physics papers
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The Standard Model for QGP Evolution

• working description over large range of energies 

• with at the same time also some clear deviations! how important are those?
9
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FIG. 4. Pion spectra from SONIC compared to experimental data where available [21, 23, 32, 33].

equilibrium flow, viscosity, and a QCD-like equation of state. Since all of these ingredients are naturally incorporated
in SONIC, it is gratifying to observe that the HBT puzzle is no longer a puzzle but rather a (small) discrepancy in
some of the data-model comparison.

In Figure 4, we show the pion transverse momentum spectra for the di↵erent collision systems. As remarked above,
we do find that with constant values of ⌘/s = 0.08, ⇣/s = 0.01 and a QCD equation of state, SONIC provides a
good overall description of the available experimental data. Note that the discrepancy in the pion spectra for Pb+Pb
collisions at pT > 1.5 GeV was not observed in Ref. [1]. The reason is that in Ref. [1], the actual calculation erroneously
used a model parameter value of R = 6.48 fm instead of R = 6.62 fm (cf. Tab. I) for Pb. Once correcting for this error,
we do find slightly less transverse flow in Pb+Pb collsions, leading to the discrepancy observed in Fig. 4. However, it
is expected that implementing more realistic granular initial conditions will lead to higher transverse flow velocities.
This could help to improve the description of experimental data at pT > 1.5 GeV in SONIC in the future.

IV. CONCLUSIONS

We have presented SONIC, a new super hybrid model for heavy-ion collisions that combines pre-equilibrium flow,
viscous hydrodynamics, and hadronic cascade dynamics into one package. SONIC was used to simulate boost-
invariant, central symmetric collisions of smooth nuclei (Pb,Au,Cu,Al,C) at energies ranging from

p
s = 62.4 GeV

to
p
s = 2.76 TeV. We found that for a QCD equation of state and a choice of QCD viscosity over entropy ratios

of ⌘/s = 0.08, ⇣/s = 0.01, the particle spectra and pion HBT radii were in reasonable agreement with available
experimental data. We also made predictions for pion mean transverse momentum and HBT radii for C+C and
Al+Al collisions at

p
s = 200 GeV. The 2+1 dimensional space–time evolution of the temperature obtained with

SONIC are publicly available [27] in order to be of use in future studies of jet energy loss or photon emission.
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Fig. 1: (color online) Transverse momentum distributions of the sum of positive and negative particles (box:
systematic errors; statistical errors smaller than the symbol for most data points), fitted individually with a blast
wave function, compared to RHIC data and hydrodynamic models.

parameters at
p

sNN = 2.76 TeV, we performed a combined fit with a blast wave function [15], with the
freeze out temperature Tkin, the average transverse velocity hbTi and the exponent of the velocity profile
as free parameters. It should be noted that the value of the Tkin parameter extracted from the fit is sensitive
to the fit range used for the pions, because of the large contribution from resonance decays (mostly at low
pT), which tend to reduce Tkin. For this reason, the pT ranges 0.5-1 GeV/c, 0.2-1.5 GeV/c, 0.3-3 GeV/c
for p , K, and p were used. These hydro-motivated fits do not replace a full hydrodynamic calculation,
but allow one to compare with a few parameters the measurements of different experiments. The data are
well described by the combined blast wave fit with a collective radial flow velocity hbTi = 0.65±0.02,
and a kinetic freeze-out temperature of Tkin = 95±10 MeV. As compared to fits to central Au–Au colli-
sions at

p
sNN = 200 GeV/c, in similar pT ranges [36, 47], hbTi at the LHC is ⇠10% higher while Tkin is

comparable within errors.

The mid-rapidity (|y|< 0.5) pT-integrated particle yields were extracted by fitting the p , K, and p spectra
individually with a blast wave function, in order to extrapolate to zero pT. The individual fits are shown
in Fig. 1 as solid curves; the fraction of extrapolated yield is small: about 7%, 6%, and 4% for p , K,
and p. Its uncertainty was estimated using different fit functions [25]. The particle ratios are compared
in Fig. 2 to results at

p
sNN = 200 GeV [36, 37, 48] and to the predictions from thermal models, using

µB = 1 MeV and a Tch of 164 MeV [7] or 170 MeV [17]. The value for µB is based on extrapolation
from lower energy data. Tch was found to be constant above a center-of-mass energy of a few ten GeV,
so the value obtained from fits to RHIC data was used. The systematic uncertainties on the particle
ratios were computed taking into account the correlated sources of uncertainty (mainly due to PID and
extrapolation for different particles and to the tracking efficiency for anti-particle over particle ratios).
In the following we quote the total error for the ratios, as the statistical error is negligible. The anti-
particle/particle ratios are all unity within errors, consistent with a vanishing baryochemical potential
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Fig. 6. The pT-differential v2 for different particle species in (a), (b), (e), (f), measured with the scalar
product method with a pseudo-rapidity gap |∆η |> 0.9 in Pb–Pb collisions at √sNN = 2.76 TeV, compared
to theoretical, hydrodynamical calculations coupled to a hadronic cascade model [77–79]. The panels (c),
(d), (g) and (h), show the dependence of the ratio of the experimental points to a fit over the theoretical
calculations as a function of pT. The left and right plots present the comparison for the 10–20% and 40–
50% centrality intervals, respectively.

interactions. The latter is suggested by phenomenological calculations to stem from the small
hadronic interaction cross section of the φ -meson [52]. It is seen that VISHNU systematically
overestimates v2 and expects that the measurement does not follow the mass ordering for pT <
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partial results.
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eccentricity determined in this fashion the participant
eccentricity, εpart, and the plane specified by the beam
axis and the x-axis in the participant frame Ψparticipant.
In terms of the original x- and y-axes (in fact, any pair
of perpendicular transverse axes),

εpart =

√

(σ2
y − σ2

x)2 + 4(σxy)2

σ2
y + σ2

x

. (2)

In this formula, σxy = ⟨xy⟩ − ⟨x⟩⟨y⟩. The average values
of εstd and εpart are quite similar for all but the most
peripheral interactions for large species, as is shown in
Figure 4 for Au-Au. For smaller systems such as Cu-Cu,

however, fluctuations in the nucleon positions in Glauber
model calculations (described below) become quite im-
portant for all centralities and the average eccentricity
can vary significantly depending on how it is calculated.
This is also illustrated in Figure 4.

The effects of finite number fluctuations on elliptic
flow have been studied for large collision systems with
Monte-Carlo simulations [24, 25, 26] and were found to
be small. However, in Cu-Cu collisions these fluctua-
tions are larger and could have a significant impact on
the elliptic flow. The participant eccentricity allows these
fluctuating configurations to be considered seriously on
an event-by-event basis.

The Glauber model used for the calculation of these
eccentricities is a Monte Carlo toy model which builds nu-
clei by randomly placing nucleons according to a Woods-
Saxon distribution. Excluded volume effects were incor-
porated into the model, requiring a minimum center-
to-center nucleon separation of 0.4 fm, to agree with
HIJING [13]. A number of sources of systematic er-
ror were studied, including nuclear radius, nuclear skin
depth, nucleon-nucleon inelastic cross-section σNN, and
minimum nucleon separation. The systematic error con-
tributed by each source was determined by varying that
specific parameter in the analysis within reasonable lim-
its and quantifying the change in the final eccentricity
result as a function of centrality. The individual contri-
butions were added in quadrature to determine the 90%
confidence level errors shown in Figure 4.

The crucial importance of the definition of eccentric-
ity in comparing Cu-Cu and Au-Au results can be seen
in Figure 5, where comparisons are made between Cu-
Cu and Au-Au data using the eccentricity-scaled elliptic
flow. In Fig. 5b, v2/εstd increases rapidly in Cu-Cu as
the events become more central, and is generally larger
than that of Au-Au. One might then conclude from this
that either the smaller Cu-Cu system produces v2 much
more efficiently than the larger Au-Au system or that
εstd may not be the appropriate quantity for describ-
ing the initial geometry of the collision. Consider then
Fig. 5c, in which v2/εpart is shown to be very similar
for both Cu-Cu and Au-Au, even appearing to lie on the
same curve. Given the qualitative and quantitative sim-
ilarities between the results in the two systems already
shown, it is not unreasonable to expect both systems
to have a similar eccentricity-scaled elliptic flow, as in
Fig. 5c. Therefore, it seems likely that εpart as discussed
here and in Ref. [27] — or a rather similar quantity, such

as
√

⟨ε2
part⟩ [28] — is the relevant eccentricity for the

azimuthal anisotropy.
In summary, the results presented here show a measur-

able and significant elliptic flow signal in Cu-Cu collisions
at 62.4 and 200 GeV. These data show that qualitative
features attributed to collective effects in Au-Au persist
down to the relatively small numbers of participants seen
in the Cu-Cu collision and are of comparable magnitude.

3
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FIG. 2: Distribution of (a) eccentricity, "2, and (b) triangularity, "3, as a function of number of participating nucleons, Npart,
in

p
sNN = 200 GeV Au+Au collisions.

with the orientation of the reaction plane defined by the
impact parameter direction and the beam axis and by
symmetry, no V

3�

component arises in the azimuthal
correlation function. To describe this component in
terms of hydrodynamic flow requires a revised under-
standing of the initial collision geometry, taking into
account fluctuations in the nucleon-nucleon collision
points from event to event. The possible influence of
initial geometry fluctuations was used to explain the
surprisingly large values of elliptic flow measured for
central Cu+Cu collision, where the average eccentricity
calculated with respect to the reaction plane angle is
small [8]. For a Glauber Monte Carlo event, the minor
axis of eccentricity of the region defined by nucleon-

x(fm)
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)
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10
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FIG. 3: Distribution of nucleons on the transverse plane for ap
sNN = 200 GeV Au+Au collision event with "3=0.53 from

Glauber Monte Carlo. The nucleons in the two nuclei are
shown in gray and black. Wounded nucleons (participants)
are indicated as solid circles, while spectators are dotted
circles.

nucleon interaction points does not necessarily point
along the reaction plane vector, but may be tilted. The
“participant eccentricity” [8, 45] calculated with respect
to this tilted axis is found to be finite even for most
central events and significantly larger than the reaction
plane eccentricity for the smaller Cu+Cu system. Fol-
lowing this idea, event-by-event elliptic flow fluctuations
have been measured and found to be consistent with the
expected fluctuations in the initial state geometry with
the new definition of eccentricity [46]. In this paper,
we use this method of quantifying the initial anisotropy
exclusively.
Mathematically, the participant eccentricity is given as

"

2

=

q
(�2

y

� �

2

x

)2 + 4(�
xy

)2

�

2

y

+ �

2

x

, (3)

where �

2

x

, �

2

y

and �

xy

, are the event-by-event
(co)variances of the participant nucleon distributions
along the transverse directions x and y [8]. If the
coordinate system is shifted to the center of mass of the
participating nucleons such that hxi = hyi = 0, it can be
shown that the definition of eccentricity is equivalent to

"

2

=

q
hr2 cos(2�

part

)i2 + hr2 sin(2�
part

)i2

hr2i (4)

in this shifted frame, where r and �

part

are the polar
coordinate positions of participating nucleons. The
minor axis of the ellipse defined by this region is given as

 

2

=
atan2

�⌦
r

2 sin(2�
part

)
↵
,

⌦
r

2 cos(2�
part

)
↵�

+ ⇡

2
.

(5)
Since the pressure gradients are largest along  

2

, the
collective flow is expected to be the strongest in this
direction. The definition of v

2

has conceptually changed

2003

2010

9

For central collisions 0-5% we observe that at p
t

⇡ 2
GeV/c v

3

becomes equal to v
2

and at p
t

⇡ 3 GeV/c v
4

also reaches the same magnitude as v
2

and v
3

. For more
central collisions 0-2%, we observe that v

3

becomes equal
to v

2

at lower p
t

and reaches significantly larger values
than v

2

at higher-p
t

. The same is true for v
4

compared
to v

2

.
We compare the structures found with azimuthal cor-

relations between triggered and associated particles to
those described by the measured v

n

components. The
two-particle azimuthal correlations are measured by cal-
culating:

C(��) ⌘ N
mixed

N
same

dN
same

/d��

dN
mixed

/d��
, (3)

where �� = �
trig

��
assoc

. dN
same

/d�� (dN
mixed

/d��)
is the number of associated particles as function of ��
within the same (di↵erent) event, and N

same

(N
mixed

)
the total number of associated particles in dN

same

/d��
(dN

mixed

/d��). Figure 4 shows the azimuthal correla-
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FIG. 4. (color online) The two-particle azimuthal correla-
tion, measured in 0 < �� < ⇡ and shown symmetrized over
2⇡, between a trigger particle with 2 < pt < 3 GeV/c and
an associated particle with 1 < pt < 2 GeV/c for the 0–1%
centrality class. The solid red line shows the sum of the mea-
sured anisotropic flow Fourier coe�cients v2, v3, v4 and v5
(dashed lines).

tion observed in very central collisions 0–1%, for trigger
particles in the range 2 < p

t

< 3 GeV/c with associated
particles in 1 < p

t

< 2 GeV/c for pairs in |�⌘| > 1.
We observe a clear doubly-peaked correlation structure
centered opposite to the trigger particle. This feature
has been observed at lower energies in broader central-
ity bins [32, 33], but only after subtraction of the elliptic
flow component. This two-peak structure has been in-
terpreted as an indication for various jet-medium modi-

fications (i.e. Mach cones) [32, 33] and more recently as
a manifestation of triangular flow [10–13]. We therefore
compare the azimuthal correlation shape expected from
v
2

, v
3

, v
4

and v
5

evaluated at corresponding transverse
momenta with the measured two-particle azimuthal trig-
gered correlation and find that the combination of these
harmonics gives a natural description of the observed cor-
relation structure on the away-side.
In summary, we have presented the first measurement

at the LHC of triangular v
3

, quadrangular v
4

and pen-
tagonal particle flow v

5

. We have shown that the trian-
gular flow and its fluctuations can be understood from
the initial spatial anisotropy. The transverse momentum
dependence of v

2

and v
3

compared to model calculations
favors a small value of the shear viscosity to entropy ratio
⌘/s. For the 5% most central collisions we have shown
that v

2

rises strongly with centrality in 1% centrality per-
centiles. The strong change in v

2

and the small change
in v

3

as a function of centrality in these 1% centrality
percentile classes follow the centrality dependence of the
corresponding spatial anisotropies. The two-particle az-
imuthal correlation for the 0–1% centrality class exhibits
a double peak structure around �� ⇠ ⇡ (the “away
side”) without the subtraction of elliptic flow. We have
shown that the measured anisotropic flow Fourier coe�-
cients give a natural description of this structure.
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Eccentricity fluctuations and its possible e↵ect on elliptic flow measurements
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The elliptic flow measured at RHIC has been interpreted as a signature for strong partonic in-
teractions early in the collision and as an indication of a well developed quark-gluon plasma phase.
The measured values of elliptic flow, using methods based on multi-particle correlations, are af-
fected by fluctuations in the magnitude of the elliptic flow. In this Letter, using a Monte Carlo
Glauber calculation, we estimate what the possible e�ect of spatial eccentricity fluctuations is on
the determination of elliptic flow.

PACS numbers: 25.75.-q, 25.75.Ld, 25.75.Dw, 25.75.Gz, 24.10.Lx

In non-central heavy-ion collisions, the initial spatial
anisotropy due to the geometry of the overlap region and
the pressure developed early in the collision generate an
observable azimuthal momentum-space anisotropy. The
particle yields produced in heavy-ion collisions can be
characterized by [1]:

d3N

dp2
t d⇥dy

=
d2N

2�dp2
t dy

[1 + 2
⇤

n

vncos(n(⇥��R))], (1)

where pt is the transverse momentum of the particle, ⇥ is
its azimuthal angle, y is the rapidity and �R the reaction
plane angle, see fig 1. The second coe⇧cient, v2, of this
Fourier series is called elliptic flow.

x

y

ΨR

z

b

φ

y x' '

FIG. 1: Schematic view of a nucleus-nucleus collision in the
transverse plane.

Elliptic flow as a signature of hydrodynamic behavior
of nuclear matter produced in high energy nuclear colli-
sions has been proposed by Ollitrault in 1992 [4]. After
that it has attracted increasing attention from both ex-
perimentalists and theorists [5] and has been measured
at AGS [6, 7], SPS [8, 10] and RHIC [11–13] energies.
It is thought that elliptic flow reflects the amount of in-
teractions between the constituents at an early time in
the evolution of the produced system [14]. Therefore it is

sensitive to the equation of state of the produced system
when this system might be in the quark-gluon plasma
phase.

Since the reaction plane is not known experimentally,
the elliptic flow is calculated using azimuthal angular cor-
relations between the observed particles [15]. In the case
of two particle correlations the measurement is propor-
tional to v2

2 . The reported elliptic flow values are there-
fore obtained as

⌅
⌃v2

2⌥ after averaging over events.
Because elliptic flow is a collective e⇥ect, it is a corre-

lation of all the particles with the reaction plane. This
can be exploited experimentally by using multiple parti-
cle correlations to calculate v2. To calculate these cor-
relations a convenient mathematical approach is to use
cumulants. This method, proposed in [16], has the addi-
tional advantage that it allows to subtract the so called
non-flow e⇥ects from v2. Non-flow e⇥ects are correla-
tions between the particles not related to the reaction
plane. Such e⇥ects include, but are not limited to, reso-
nance decays, (mini)jet fragmentation and Bose-Einstein
correlations. The cumulant method uses multi-particle
correlations which introduce higher powers of v2. The
corresponding equations for calculating v2 in the cumu-
lant method for two, four and six particle azimuthal cor-
relations are given by:

(v2{2})2 = ⌃v2
2⌥

(v2{4})4 = 2⌃v2
2⌥2 � ⌃v4

2⌥

(v2{6})6 =
1
4

�
⌃v6

2⌥ � 9⌃v4
2⌥⌃v2

2⌥+ 12⌃v2
2⌥3

⇥
, (2)

where v2{2} is calculated using two-particle azimuthal
correlations, v2{4} using a mix of two and four-particle
azimuthal correlations and v2{6} uses two, four and six-
particle azimuthal correlations.

However, due to event-by-event fluctuations in the el-
liptic flow for instance, the event averaged ⌃vn

2 ⌥ ⇤= ⌃v2⌥n
for n ⇥ 2 [17]. Therefore, comparing the experimental
values of v2 with model calculations which do not cor-
rectly include these fluctuations might not be a priory
justified. Furthermore, there are e⇥ects due to the finite
width of the centrality bins were also ⌃vn

2 ⌥ ⇤= ⌃v2⌥n. The

2006 2011
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C. The Science of Quark-Gluon Plasma  
 
A look backwards in time reveals a universe at higher and higher temperatures. Just a microsec-
ond after the big bang, the entire universe was millions of times hotter than the center of the sun. 
As the infant universe cooled, it passed through various phase transitions, just as steam condens-
es to water and then freezes to ice. Above some almost unimaginably high temperature, it is pos-
sible that all known forces of nature were unified. A few microseconds after the big bang, the 
forces of nature were as we know them today but, because the universe was many trillions of de-
grees hot, the matter that filled it was still unrecognizable: no protons or neutrons had yet 
formed, therefore no nuclei, no atoms, and no molecules. The entire universe existed as a pri-
mordial fluid of quarks and gluons, called quark-gluon plasma, until after about 20 microseconds 
it "condensed", forming protons and neutrons, the first complex structures in the universe. 
 
The most powerful accelerators in the world today are capable of colliding nuclei at such high 
energies that they can recreate droplets of the quark-gluon plasma that filled the microseconds-
old universe, making it possible to study its properties in the laboratory and answer questions 
about the nature of the new-born universe that will never be accessible via astronomical observa-
tion. The formation of protons and neutrons from quark-gluon plasma is likely to be the earliest 
scene in the history of the universe that will ever be re-enacted in the laboratory. Each nuclear 
collision at RHIC makes a droplet of quark-gluon plasma, exploding in a "little bang" which rec-
reates the transition by which the first protons and neutrons were formed. These experi-
ments allow us to see the essence of the fundamental nuclear force, as described via the theory of 
QCD. Although the analysis of the experiments is challenging due to the short lifetime and small 
size of these droplets, we have the advantage of billions of little bangs to study as well as a sur-
prising degree of control over their initial conditions.  
 

Figure II-5: Our one universe with its primordial fluctuations (parts per million variations in temperature) as 
measured via photons by the WMAP satellite experiment (left) compared to seed fluctuations (corresponding 
to 10-15% variations in temperature) in four simulated heavy ion collisions at RHIC (right). The measured 
fluctuations bring us knowledge about the quantum fluctuations at the earliest moments of the explosion (big 
bang or heavy ion collision) as well as about the material properties of the rippling fluid that ensues. Obser-
vations of the glow of the big bang or of heavy ion collisions reveal different and complementary properties of 
the trillions-of-degrees-hot matter that filled the microseconds old universe.  
 
Quark-gluon plasma was created in the United States at RHIC, and it was there that we first 
learned of its near-perfect liquid nature. This discovery was the top physics story across all areas 

The Standard Model for QGP 
Evolution (fluctuations)



The Standard Model for 
QGP Evolution
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Extracting quantitative information

Example: Shear viscosity to entropy density ratio η/s 
Broad theoretical efforts and experimental advances 
lead to increasingly precise determination of η/s 

11
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• constraints from parton energy loss? 

• constraints from heavy-quark 
diffusion?
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peratures reached in the most central Au+Au collisions
at RHIC, and 2.2±0.5 GeV2/fm at temperatures reached
in the most central Pb+Pb collisions at LHC. Values of q̂
in the hadronic phase are assumed to be proportional to
the hadron density in a hadron resonance gas model with
the normalization in a cold nuclear matter determined by
DIS data [81]. Values of q̂ in the QGP phase are consid-
ered proportional to T 3 and the coe�cient is determined
by fitting to the experimental data on R

AA

at RHIC and
LHC separately. In the HT-M model the procedure is
similar except that q̂ is assumed to be proportional to the
local entropy density and its initial value is q̂ = 0.89±0.11
GeV2/fm in the center of the most central Au+Au colli-
sions at RHIC, and q̂ = 1.29±0.27 GeV2/fm in the most
central Pb+Pb collisions at LHC (note that the values
of q̂ extracted in Sec IV are for gluon jets and therefore
9/4 times the corresponding values for quark jets). For
temperatures close to and below the QCD phase tran-
sition, q̂ is assumed to follow the entropy density, and
q̂/T 3 shown in Fig. 10 is calculated according to the pa-
rameterized EOS [96] that is used in the hydrodynamic
evolution of the bulk medium. In both HT approaches,
no jet energy dependence of q̂ is considered.

Considering the variation of the q̂ values between the
five di↵erent models studied here as theoretical uncer-
tainties, one can extract its range of values as constrained
by the measured suppression factors of single hadron
spectra at RHIC and LHC as follows:

q̂

T 3
⇡

⇢
4.6± 1.2 at RHIC,
3.7± 1.4 at LHC,

at the highest temperatures reached in the most central
Au+Au collisions at RHIC and Pb+Pb collisions at LHC.
The corresponding absolute values for q̂ for a 10 GeV
quark jet are,

q̂ ⇡
⇢

1.2± 0.3
1.9± 0.7

GeV2/fm at
T=370 MeV,
T=470 MeV,

at an initial time ⌧0 = 0.6 fm/c. These values are very
close to an early estimate [6] and are consistent with LO
pQCD estimates, albeit with a somewhat surprisingly
small value of the strong coupling constant as obtained
in CUJET, MARTINI and McGill-AMY model. The HT
models assume that q̂ is independent of jet energy in this
study. CUJET, MARTINI and McGill-AMY model, on
the other hand, should have a logarithmic energy depen-
dence on the calculated q̂ from the kinematic limit on the
transverse momentum transfer in each elastic scattering,
which also gives the logarithmic temperature dependence
as seen in Fig. 10.

As a comparison, we also show in Fig. 10 the value
of q̂

N

/T 3
eft in cold nuclei as extracted from jet quenching

in DIS [81] . The value of q̂
N

= 0.02 GeV2/fm and an
e↵ective temperature of an ideal quark gas with 3 quarks
within each nucleon at the nucleon density in a large
nucleus are used. It is an order of magnitude smaller
than that in A+A collisions at RHIC and LHC.

0

1

2

3

4

5

6

7

0 0.1 0.2 0.3 0.4 0.5

McGill-AMY

HT-M

HT-BW GLV-CUJET

MARTINI

Au+Au at RHIC

Pb+Pb at LHC
qN/T

3
 (DIS)eff

ˆ

T (GeV)

q
/T

3
ˆ

FIG. 10. (Color online) The assumed temperature depen-
dence of the scaled jet transport parameter q̂/T 3 in di↵er-
ent jet quenching models for an initial quark jet with energy
E = 10 GeV. Values of q̂ at the center of the most central
A+A collisions at an initial time ⌧0 = 0.6 fm/c in HT-BW
and HT-M models are extracted from fitting to experimental
data on hadron suppression factor RAA at both RHIC and
LHC. In GLV-CUJET, MARTINI and McGill-AMY model, it
is calculated within the corresponding model with parameters
constrained by experimental data at RHIC and LHC. Errors
from the fits are indicated by filled boxes at three separate
temperatures at RHIC and LHC, respectively. The arrows
indicate the range of temperatures at the center of the most
central A+A collisions. The triangle indicates the value of
q̂N/T 3

e↵ in cold nuclei from DIS experiments.

There are recent attempts [92, 97] to calculate the jet
transport parameter in lattice gauge theories. A recent
lattice calculation [97] found that the non-perturbative
contribution from soft modes in the collision kernel can
double the value of the NLO pQCD result for the jet
transport parameter [98]. In the HT models such non-
perturbative contributions could be included directly in
the overall value of q̂. They can also be included in the
CUJET, MARTINI and McGill-AMY models by replac-
ing the HTL thermal theory or screened potential model
for parton scattering with parameterized collision kernels
that include both perturbative and non-perturbative con-
tributions.

One can also compare the above extracted values of q̂
to other nonperturbative estimates. Using the AdS/CFT
correspondence, the jet quenching parameter in a N = 4
supersymmetric Yang-Mills (SYM) plasma at the strong
coupling limit can be calculated in leading order (LO) as



What have we learned?
• The matter is almost opaque for partons traversing it 

• The QGP at these temperatures (from direct photon measurements) behaves 
like an almost perfect liquid (from anisotropic flow) 

• At (highest) RHIC and LHC energies all observations are consistent with the 
creation of a strongly interacting QGP in heavy-ion collisions 

!

• We have a working description with a standard model of heavy-ion collisions 

• initial state fluctuations of the (sub) nucleonic degrees of freedom 

• rapid applicability of relativistic viscous hydrodynamics with lattice EoS for 
bulk of the system evolution 

• late stage described by hadronic transport 
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What have we learned?   
-> open questions

• What are the initial spatial densities (we have a good match with theory but how unique is this?), how 
much pre-equilibrium flow? 

• pre-equilibrium flow; follows from general arguments but also from AdS/CFT, CGC, …, required to 
explain e.g. HBT 

• How big is the bulk viscosity and how precise can we constrain the specific shear viscosity as function of 
temperature? 

• How well do we understand the transition from the high density QGP stage to the hot hadronic stage?  

• Which systems can still be described in terms of bulk (hydro)dynamics? 

• What are the relevant degrees of freedom from low to high-pt ? 

• what is happening at intermediate pt? 

• The lattice QCD EoS is used as input; how well can we constrain it? 

• Can we get the standard model of the QGP precise enough for discoveries of new phenomena (CME,…)? 

!
• experimental constrains from excitation functions (testing temperature dependence of the system) with 

precision measurements at the highest energies (RHIC and LHC) and variation of system size (and new 
tools like e.g. event-shape engineering!)

14



What have we learned?   
-> open questions

• What are the initial spatial densities (we have a good match with theory but how unique is this?), how 
much pre-equilibrium flow? 

• pre-equilibrium flow; follows from general arguments but also from AdS/CFT, CGC, …, required to 
explain e.g. HBT 

• How big is the bulk viscosity and how precise can we constrain the specific shear viscosity as function of 
temperature? 

• How well do we understand the transition from the high density QGP stage to the hot hadronic stage?  

• Which system can still be described in terms of bulk (hydro)dynamics? 

• What are the relevant degrees of freedom from low to high-pt ? 

• what is happening at intermediate pt? 

• The lattice QCD EoS is used as input; how well can we constrain it?!

• Can we get the standard model of the QGP precise enough for discoveries of new phenomena (CME,…)? 

!
• experimental constrains from excitation functions (testing temperature dependence of the system) with 

precision measurements at the highest energies (RHIC and LHC) and variation of system size (and new 
tools like e.g. event-shape engineering!)
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Equation of State

16

Constraints from RHIC and LHC data 
We start to answer the question how well we can constrain the EoS 

We need more developments like this
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Flavour Physics in the LHC Era 11

iconic images from the CKMfitter [37] and UTfit [38] collaborations, reproduced in
Fig. 4. Conventionally, this “Unitary Triangle” (UT) is rescaled by VcdV ⇤

cb so that by
definition the position of the apex is

r̄ + ih̄ ⌘�VudV ⇤
ub

VcdV ⇤
cb

, (11)

where (r,h) [39] are related to the Wolfenstein parameters by

r + ih =

p
1�A2l 4(r̄ + ih̄)p

1�l 2
h
1�A2l 4(r̄ + ih̄)

i . (12)

Fig. 4 Constraints on the Unitarity Triangle as compiled by (left) CKMfitter [37], (right) UT-
fit [38].

Two popular naming conventions for the UT angles exist in the literature:

a ⌘ f2 = arg

� VtdV ⇤

tb

VudV ⇤
ub

�
, b ⌘ f1 = arg


�VcdV ⇤

cb

VtdV ⇤
tb

�
, g ⌘ f3 = arg


�VudV ⇤

ub

VcdV ⇤
cb

�
.

(13)
The (a,b ,g) set is used in these lectures. The lengths of the sides Ru and Rt of the
UT are given by

Ru =

����
VudV ⇤

ub

VcdV ⇤
cb

����=
q

r2 +h2 , Rt =

����
VtdV ⇤

tb

VcdV ⇤
cb

����=
q

(1�r)2 +h2 . (14)

A major achievement of the past decade or so has been to significantly improve
the precision of the parameters of the UT. In particular, the primary purpose of the
so-called “B factory” experiments, BaBar and Belle, was the determination of sin2b
using B0 ! J/y K0

S (and related modes). This was carried out using completely new
experimental techniques to probe CP violation in a very different way to previous
experiments in the kaon system. In particular, if we denote the amplitude for a B0



Working description?
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• Thermal photon and dilepton production  
+ fluid dynamic evolution is very successful 

!

!

• Photon yield and v2 is under-predicted at RHIC and LHC 

Electromagnetic probes: Status

23
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• repairing both yield and v2 is a challenge  

• A standard model for QGP evolution should 
describe this, both at RHIC and at the LHC!



Do we understand the transition from the QGP 
to a hot hadron gas?

• hadronic stage description of v2(m,pt)? 

• particle production? 

• intermediate pt; δf? 

• centrality dependence v2(pt), vn?

18
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FIG. 8: (Color online) Comparison of hydrodynamic models to experimental data on charged
hadron integrated (left) and minimum bias (right) elliptic flow by PHOBOS [85] and STAR [87],
respectively. STAR event plane data has been reduced by 20 percent to estimate the removal

of non-flow contributions [87, 88]. The line thickness for the hydrodynamic model curves is an
estimate of the accumulated numerical error (due to, e.g., finite grid spacing). The integrated v2

coefficient from the hydrodynamic models (full lines) is well reproduced by 1
2ep (dots); indeed, the

difference between the full lines and dots gives an estimate of the systematic uncertainty of the
freeze-out prescription.

experimental data from STAR with the hydrodynamic model is shown in Fig. 8.
For Glauber-type initial conditions, the data on minimum-bias v2 for charged hadrons

is consistent with the hydrodynamic model for viscosities in the range η/s ∈ [0, 0.1], while
for the CGC case the respective range is η/s ∈ [0.08, 0.2]. It is interesting to note that
for Glauber-type initial conditions, experimental data for both the integrated as well as the
minimum-bias elliptic flow coefficient (corrected for non-flow effects) seem to be reproduced
best7 by a hydrodynamic model with η/s = 0.08 ≃ 1

4π . This number has first appeared in the

7 In Ref. [22] a lower value of η/s for the Glauber model was reported. The results for viscous hydrodynamics

shown in Fig. 8 are identical to Ref. [22], but the new STAR data with non-flow corrections became
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FIG. 8: (color online) Identified hadron v2 in central (0–20% centrality, left panels) and midcentral (20–60%, right panels)
Au+Au collisions at

√
sNN = 200 GeV. Panels (a) and (b) show v2 as a function of transverse momentum pT . Panels (c) and

(d) show the quark-number-scaled v2 (v2/nq) as a function of the kinetic energy per quark, KET /nq . Panels (e) and (f) show
v2/nq as a function of transverse momentum per quark, pT /nq . The v2 of all species for centrality 0–20% has been scaled up by
a factor of 1.6 for better comparison with results of 20–60% centrality. The error bars (shaded boxes) represent the statistical
(systematic) uncertainties. The systematic uncertainties shown are type A and B only.

IV. RESULTS AND DISCUSSION

The results for v2 of identified pions, kaons, and pro-
tons are presented in Fig. 8; the results in central col-
lisions (0–20%) are presented in panels (a), (c), and (e)
and the results in noncentral collisions (20–60%) are pre-
sented in panels (b), (d), and (f). The symbols repre-
senting the different particle species are closed triangles
for pions, open squares for kaons, and closed circles for

protons. In order to better compare between two cen-
tralities, the v2 of all species in the 0–20% centrality has
been scaled up by a factor of 1.6. The error bars (shaded
boxes) represent the statistical (systematic) uncertain-
ties. The systematic uncertainties shown are type A and
B only. Not shown are the type C systematic uncertain-
ties, which are from the event-plane resolution, geomet-
rical acceptance, and run-by-run dependence are around
8.5% (3.5%) for 0–20% (20–60%) centrality for all species

Phenix
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C. The Science of Quark-Gluon Plasma  
 
A look backwards in time reveals a universe at higher and higher temperatures. Just a microsec-
ond after the big bang, the entire universe was millions of times hotter than the center of the sun. 
As the infant universe cooled, it passed through various phase transitions, just as steam condens-
es to water and then freezes to ice. Above some almost unimaginably high temperature, it is pos-
sible that all known forces of nature were unified. A few microseconds after the big bang, the 
forces of nature were as we know them today but, because the universe was many trillions of de-
grees hot, the matter that filled it was still unrecognizable: no protons or neutrons had yet 
formed, therefore no nuclei, no atoms, and no molecules. The entire universe existed as a pri-
mordial fluid of quarks and gluons, called quark-gluon plasma, until after about 20 microseconds 
it "condensed", forming protons and neutrons, the first complex structures in the universe. 
 
The most powerful accelerators in the world today are capable of colliding nuclei at such high 
energies that they can recreate droplets of the quark-gluon plasma that filled the microseconds-
old universe, making it possible to study its properties in the laboratory and answer questions 
about the nature of the new-born universe that will never be accessible via astronomical observa-
tion. The formation of protons and neutrons from quark-gluon plasma is likely to be the earliest 
scene in the history of the universe that will ever be re-enacted in the laboratory. Each nuclear 
collision at RHIC makes a droplet of quark-gluon plasma, exploding in a "little bang" which rec-
reates the transition by which the first protons and neutrons were formed. These experi-
ments allow us to see the essence of the fundamental nuclear force, as described via the theory of 
QCD. Although the analysis of the experiments is challenging due to the short lifetime and small 
size of these droplets, we have the advantage of billions of little bangs to study as well as a sur-
prising degree of control over their initial conditions.  
 

Figure II-5: Our one universe with its primordial fluctuations (parts per million variations in temperature) as 
measured via photons by the WMAP satellite experiment (left) compared to seed fluctuations (corresponding 
to 10-15% variations in temperature) in four simulated heavy ion collisions at RHIC (right). The measured 
fluctuations bring us knowledge about the quantum fluctuations at the earliest moments of the explosion (big 
bang or heavy ion collision) as well as about the material properties of the rippling fluid that ensues. Obser-
vations of the glow of the big bang or of heavy ion collisions reveal different and complementary properties of 
the trillions-of-degrees-hot matter that filled the microseconds old universe.  
 
Quark-gluon plasma was created in the United States at RHIC, and it was there that we first 
learned of its near-perfect liquid nature. This discovery was the top physics story across all areas 
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To determine if the match is truly unique or can be obtained in more 
models, with some modifications, we need to understand the sensitivity 

to the underlying distribution

3

1

0 0.05 0.1 0.15 0.2 0.25 0.3

) 2
P(

v

-310

-210

-110

1

10 10-15%

nv0 0.05 0.1 0.15 0.2 0.25 0.3

) 3
P(

v

-210

-110

1

10
20-25%

3ATLAS v
Power
Bessel-Gaussian

0 0.05 0.1 0.15 0.2 0.25 0.3

) 2
P(

v

-310

-210

-110

1

10 30-35%

2ATLAS v
Elliptic Power
Bessel-Gaussian

nv0 0.05 0.1 0.15 0.2 0.25 0.3

) 3
P(

v

-210

-110

1

10
30-35%

0 0.05 0.1 0.15 0.2 0.25 0.3

) 2
P(

v

-310

-210

-110

1

10 50-55%

nv0 0.05 0.1 0.15 0.2 0.25 0.3

) 3
P(

v

-210

-110

1

10
40-45%

0 0.05 0.1 0.15 0.2 0.25 0.3

) 2
P(

v

-310

-210

-110

1

10 65-70%

nv0 0.05 0.1 0.15 0.2 0.25 0.3

) 3
P(

v

-210

-110

1

10
50-55%

FIG. 1. (Color online) Distribution of v2 (top) and v3 (bottom) in various centrality windows. Symbols: ATLAS data [10]
for Pb+Pb collisions at

p
sNN = 2.76 TeV. For v2, fits are rescaled Elliptic Power Eq. (4) (full lines) and Bessel-Gaussian

distributions Eq. (3) (dashed lines). For v3, fits are rescaled Power Eq. (6) (full lines) and Bessel-Gaussian distributions with
"0 = 0 Eq. (5) (dashed lines).

anisotropy is then obtained as "n{2} = 1/
p
1 + ↵ [24].

One finally obtains for the Power distribution:

n =
vn{2}
"n{2}

= vn{2}

s

2

✓
vn{2}
vn{4}

◆4

� 1. (8)

The values of 2 extracted from CMS p+Pb data [11]
using this equation are also displayed in Fig. 2 (a).3 We
multiply them by a factor 1.19 to correct for the di↵erent
low-pT cut (0.3 GeV/c) assuming a linear dependence of
v2 on pT . We plot p+Pb data at the equivalent cen-
tralities, determined according to the number of charged
tracks [11]. General arguments have been put forward
which suggest that the hydrodynamic response should
be identical for p+Pb and Pb+Pb at the same equiva-
lent centrality [39]. Once rescaled, the p+Pb slope is in
line with Pb+Pb results, albeit somewhat steeper.

Note that the fit parameters can also be obtained
from cumulants for v3 in Pb+Pb collisions using Eq. (8).
For v2, there is a third parameter "0, therefore one
needs a third cumulant v2{6}. ↵ and "0, which con-
trol the shape of the distribution and its non-Gaussian
features, can be extracted from the ratios v2{6}/v2{4}
and v2{4}/v2{2} using the Elliptic Power distribution
(Eq. (A5) of Ref. [25]). Note that while the Bessel-
Gaussian Eq. (3) gives "n{4} = "n{6} = "0 [40], the
Elliptic Power distribution always gives "n{6} < "n{4}.
We have checked that ↵ and "0 thus extracted from cu-
mulant ratios are essentially identical to those obtained

3
We cannot use ATLAS data [34], because v2{2} has no rapidity

gap and is therefore biased by nonflow e↵ects. ALICE [35] has

a smaller rapidity gap than CMS but the resulting values of 2

(not shown) are significantly larger.

by fitting the distribution of v2. This approach has the
advantage that cumulants can be analyzed without any
unfolding procedure [33] but v2{2} may su↵er from non-
flow e↵ects.
We now briefly discuss the e↵ect of the first theoretical

error, namely, deviations from linear eccentricity scaling
of anisotropic flow. A quantitative measure of the ac-
curacy of eccentricity scaling is the Pearson correlation
coe�cient rn between Vn and En, defined as

rn ⌘ hVnE⇤
nip

h|Vn|2ih|En|2i
, (9)

where angular brackets denote an average value over
events in a centrality class. Our analysis assumes the
maximum correlation, |rn| = 1. Event-by-event hydrody-
namic calculations show that there are small deviations
from eccentricity scaling [41]. In order to estimate their
magnitude, we decompose the flow as Vn = nEn +Xn,
where Xn is a complex Gaussian noise, uncorrelated with
the initial eccentricity En. Then the numerator of Eq. (9)
is unchanged, while the denominator is increased by the
noise. For example we find that a decrease of |r2| by
1% results in an decrease of the extracted 2 by 8% in
the 30-40% centrality range. Ideal event-by-event hy-
drodynamic calculations [17] give |r2| ⇠ 0.95 for elliptic
flow. However, the correlation between vn and "n has
been shown to be significantly larger in viscous hydro-
dynamics [16], and a value |r2| = 0.99 seems reasonable,
but there is to date no quantitative estimate of |r2| as
defined in Eq. (9).
We now compare our result for n with hydrodynamic

calculations. In ideal hydrodynamics, scale invariance
implies that the response coe�cient n is independent
of the system size, i.e., independent of centrality. De-
viations from thermal equilibrium generally result in a
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FIG. 6. (Color online) (a): Cumulant ratio ε2{4}/ε2{2}.
(b): Cumulant ratios ε2{6}/ε2{4} and ε2{8}/ε2{6}. Lines are
Monte Carlo Glauber results. Symbols are results using the
Elliptic Power distribution Eq. (A5) with parameters fitted
to the distribution of ε2.

D. Cumulants

More detailed information about eccentricity fluctua-
tions is contained in moments or cumulants of the distri-
bution. The moment of order k is defined as ⟨(εn)k⟩.
Often, one solely uses even moments of the distribu-
tion ⟨(εn)2k⟩, because the corresponding moments of the
distribution of anisotropic flow are directly accessible
through cumulant analyses [45, 46]. The first eccentricity
cumulants [11, 28] are defined by:

εn{2} ≡ ⟨ε2n⟩1/2

εn{4} ≡
(

2⟨ε2n⟩2 − ⟨ε4n⟩
)1/4

εn{6} ≡
(

⟨ε6n⟩ − 9⟨ε2n⟩⟨ε4n⟩+ 12⟨ε2n⟩3

4

)1/6

. (14)

Figure 6 displays ratios of successive cumulants ob-
tained in the Monte Carlo Glauber calculation and using
the Elliptic Power distribution, Eq. (A5). ε2{4}/ε2{2}
increases from central to peripheral collisions. It is
smaller than unity by definition. Higher order ratios
ε2{6}/ε2{4} and ε2{8}/ε2{6} are exactly equal to 1
for the Bessel-Gaussian distribution. The Monte Carlo
Glauber calculation gives ratios slightly smaller than

unity, with a nontrivial centrality dependence. These
nontrivial features are reproduced by the Elliptic Power
distribution.

IV. CONCLUSIONS

We have introduced a new parametrization of the ec-
centricity distribution in nucleus-nucleus collisions. Like
the previously used Bessel-Gaussian parametrization, it
is a two-parameter distribution, but it describes periph-
eral collisions much better. This is due to the correct im-
plementation of the constraint that the eccentricity must
be smaller than unity in all events. The consequence of
our result is that any model of initial-state eccentrici-
ties can be characterized by two numbers for each cen-
trality: the ellipticity ε0, which corresponds closely to
the reaction-plane eccentricity; the power parameter α,
which governs the magnitude of fluctuations and scales
like the number of participants in the Glauber model.
Since elliptic flow is essentially proportional to the ini-

tial eccentricity [47], our result can be applied [48] to the
distribution of elliptic flow values, which has been mea-
sured recently at the LHC [36, 49]. The Elliptic Power
distribution could also be used as a kernel in the un-
folding procedure which is used to eliminate finite mul-
tiplicity fluctuations [50]. It could also be used in fitting
the distribution of the flow vector [51–53]. We expect
it to give a better result than the Bessel-Gaussian dis-
tribution, which has been found to be not precise for
peripheral collisions [36].
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Appendix A: Mathematical properties of the Elliptic
Power distribution

The two-dimensional Elliptic Power distribution
Eq. (3) is normalized to unity on the unit disk if α > 0
and −1 < ε0 < 1. We choose the convention ε0 ≥ 0
throughout this paper.
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Figure 1. (Color online) Comparison of the flow harmonics, vn{2}, calculated using IP-Glasma initial conditions, with with CMS data for the 0-1%
centrality class and for several values of the parameter b.

and b = 15. Both calculations provide an almost equally good agreement with the flow harmonics measured by CMS,
but with rather di↵erent values of shear viscosity. In this case, including bulk viscosity reduced the value of ⌘/s by
32%, from 0.22 to 0.15.

In Fig. 2(a) we show what happens when the parameter b is fixed as b = 45 and the shear viscosity is varied, taking
the values ⌘/s = 0.12, 0.15, and 0.18. Note that the parametrization of bulk viscosity used in this work, Eq. (3), is
linear in the shear viscosity, so keeping b constant does not imply that the bulk viscosity is kept fixed. In this figure
we see that the value of shear viscosity that provides the best overall agreement with the CMS data is ⌘/s = 0.15,
which was the value already employed in the simulations discussed above.

(a) (b)

Figure 2. In the left panel we show the flow harmonics, vn{2}, calculated using IP-Glasma initial conditions, for b = 45 and several values of ⌘/s
(left panel). In the right panel we show the e↵ect of �i f⇧ on vn{2}.

In Fig. 2(b) the results for ⌘/s = 0.18 and b =45 are shown calculated with and without the bulk component of
� f , �i f⇧. In contrast to the shear correction, the bulk correction to the single particle distribution function used in this
work lead to an increase in the flow harmonics. Such an increase was systematically stronger for higher harmonics:
v2{2} is increased by 4%, v3{2} by 8%, v4{2} by 20%, v5{2} by 57%, and v6{2} by 117%. Therefore, in order to properly

3
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ALICE

• The effects of bulk and shear viscosity are in most descriptions not 
separately tested 

• constraining bulk viscosity is an important next step 

• (ultra) central collisions is an unexpected place where anisotropic 
flow is a sensitive probe which might help constraining even the 
bulk viscosity



Other Collision Systems: U+U

• with a special system like U+U one get get large variations of the initial eccentricities while 
keeping impact parameter fixed! 

• sensitivity to initial spatial density distribution 

• looking forward to results from 
3
He+Au
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Other collision systems: pA

• The ridges 

• similarities 
between pA 
and AA large!
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Angular correlations of p , K and p in p–Pb collisions ALICE Collaboration

Fig. 4: The Fourier coefficient v2{2PC,sub} for hadrons (black squares), pions (red triangles), kaons
(green stars) and protons (blue circles) as a function of pT from the correlation in the 0–20% multiplicity
class after subtraction of the correlation from the 60–100% multiplicity class. The data is plotted at the
average-pT for each considered pT interval and particle species under study. Error bars show statistical
uncertainties while shaded areas denote systematic uncertainties.

below 0.5 GeV/c and less than 4% for larger pT. Repeating the analysis using the 20–40% event
class and subtracting the 60–100% event class, results in qualitatively similar observations. On
average the v2 values are 15–25% lower and the statistical uncertainties are about a factor 2
larger than in the 0–20% case. For the 40–60% event class, the statistical uncertainties are too
large to draw a conclusion.

The analysis was repeated using the energy deposited in the ZNA instead of the VZERO-A to
define the event classes. The extracted v2 values are consistently lower by about 12% due to the
different event sample selected in this way. However, the presented conclusions, in particular
the observed difference of vp

2 and vp
2 compared between jet-dominated correlations (60–100%

event class) and double-ridge dominated correlations (0–20% event class after subtraction), are
unchanged.

6 Summary
Two-particle angular correlations of charged particles with pions, kaons and protons have been
measured in p–Pb collisions at

p
sNN = 5.02 TeV and expressed as associated yields per trigger

particle. The Fourier coefficient v2 was extracted from these correlations and studied as a func-
tion of pT and event multiplicity. In low-multiplicity collisions the pT and species dependence
of v2 resembles that observed in pp collisions at similar energy where correlations from jets
dominate the measurement. In high-multiplicity p–Pb collisions a different picture emerges,
where vp

2 < vp
2 is found up to about 2 GeV/c. At 3–4 GeV/c, vp

2 is slightly larger than vp
2 , albeit

12

4 The ALICE Collaboration

fixed values of Nch, which agrees well with measurements reported by ATLAS [29, 47] at
√
s = 0.9 and

7 TeV. We note a change in slope for all three collision energies at roughly the same value of Nch ≈ 10.
This change in slope was also observed at Tevatron [24, 26] and recently at the LHC [27, 29].

In Monte Carlo event generators, high multiplicity events are produced by multiple parton interactions.
An incoherent superposition of such interactions would lead to a constant ⟨pT⟩ at high multiplicities.
The observed strong correlation of ⟨pT⟩ with Nch has been attributed, within PYTHIA models, to color
reconnections (CR) between hadronizing strings [34]. In this mechanism, which can be interpreted as a
collective final-state effect, strings from independent parton interactions do not hadronize independently,
but fuse prior to hadronization. This leads to fewer hadrons, but more energetic. The CR strength
is implemented as a probability parameter in the models. The CR mechanism bears similarity to the
mechanism of string fusion [48] advocated early for nucleus-nucleus collisions. A model based on
Pomeron exchange was shown to fit the pp data [49]. A mechanism of collective string hadronization is
also used in the EPOS model, which was shown recently to describe a wealth LHC data in pp, p–Pb, and
Pb–Pb collisions [50].
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Fig. 2: Average transverse momentum ⟨pT⟩ versus charged-particle multiplicity Nch in pp, p–Pb, and Pb–Pb
collisions for |η | < 0.3. The boxes represent the systematic uncertainties on ⟨pT⟩. The statistical errors are
negligible.

Figure 2 shows the average transverse momentum ⟨pT⟩ of charged particles versus the charged-particle
multiplicity Nch as measured in pp collisions at

√
s = 7 TeV, in p–Pb collisions at √sNN = 5.02 TeV, and

in Pb–Pb collisions at √sNN = 2.76 TeV. In p–Pb collisions, we observe an increase of ⟨pT⟩ with Nch,
with ⟨pT⟩ values similar to the values in pp collisions up to Nch ≈ 14. At multiplicities above Nch ≈ 14,
the measured ⟨pT⟩ is lower in p–Pb collisions than in pp collisions; the difference is more pronounced
with increasing Nch. This difference cannot be attributed to the difference in collision energy, as the
energy dependence of ⟨pT⟩ is rather weak, see Fig. 1. In contrast, in Pb–Pb collisions, with increasing
Nch, there is only a moderate increase in ⟨pT⟩ up to high charged-particle multiplicity with a maximum
value of ⟨pT⟩= 0.685±0.016 (syst.) GeV/c, which is substantially lower than the maximum value in pp.
For pp and p–Pb, Nch> 14 corresponds to about 10% and 50% of the INEL>0 cross section, respectively,
while for Pb–Pb collisions this fraction is about 82%; Nch > 40 corresponds to the upper 1% of the cross
section in p–Pb and to about 70% most central Pb–Pb collisions. This illustrates that the same Nch value

Multiplicity Dependence of p±, K±, K0
S

, p(p) and L(L̄) in p–Pb Collisions at . . .The ALICE Collaboration
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Fig. 2: (color online) Ratios K/p , p/p , and L/K0
S

as a function of pT in two multiplicity bins (left panels).
The ratios are compared to results in Pb–Pb collisions, shown in the right panels. The empty boxes show the
total systematic uncertainty; the shaded boxes indicate the contribution uncorrelated across multiplicity bins (not
estimated in Pb–Pb).

The observations reported here are not strongly dependent on the actual variable used to select multi-
plicity classes. Alternative approaches, such as using the total charge in both VZERO-A and VZERO-C
detectors, the energy deposited in the ZNA (which originates from neutrons of the Pb nucleus) and
the number of clusters in the first ITS layers reveal very similar trends. In the cases where the largest
deviation is observed, the p/p ratio is essentially the same in 0-5% events and it is ⇠ 15% higher at
pT ⇠ 3 GeV/c in the 60-80% class. Part of this difference is due to the mild correlation of events at for-
ward and central rapidity: the lowest multiplicity class selected with ZNA leads to a larger multiplicity
at midrapidity than the corresponding class selected with the VZERO-A.

10



Other collision systems: pA

• factorization 

• multi-particle cumulants 

• clear evidence of collective behaviour 

• not necessarily hydrodynamic 
behaviour! 

• experimentally measured multiplicity 
and connection to geometry not very 
clear  

• do we understand were hydro should 
break down?
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Figure 2: The v2 results obtained from six-particle (blue cross), eight-particle (red diamond)
cumulants, and LYZ (green filled circle) method, averaged over the particle pT range of 0.3–
3.0 GeV/c, as a function of Noffline

trk in PbPb at psNN = 2.76 TeV (left) and pPb at psNN = 5.02 TeV
(right). Open data points are published two-particle and four-particle v2 results from [28].
Shaded areas denote systematic uncertainties.

ent methods are consistent with hydrodynamic predictions within current statistical precision,
although future higher luminosity pPb data will be essential for a more precise examination of
hydrodynamics predictions and for fully establishing the nature of multiparticle correlations
in pPb collisions.
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measurements quantitatively agree with r3 measurements in ALICE, additional pseudo-rapidity dependent fluctuations
of flow angle  3 and magnitude v3 might be negligible in the presented pseudo-rapidity range.
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Figure 4. The v2{2} and v2[2] for various multiplicity classes of p–Pb collisions at
p

sNN = 5.02 TeV. Hydrodynamic calculations (MUSIC) [8] of
v2{2} and v2[2] are shown by solid and dash lines.

The v2{2} and v2[2] are also measured in p–Pb collisions at
p

sNN = 5.02 TeV in ALICE. The agreements of
these two measurements are observed up to pT ⇠ 3 GeV/c for the presented multiplicity classes. Hydrodynamic
calculations [8] show an increasing trend as a function of pT but have better agreement with data in high multiplicity
than in low multiplicity p–Pb collisions. Due to limited statistics, the v3{2} and v3[2] are measured up to pT ⇠ 3
GeV/c. No di↵erence of v3{2} and v3[2] is observed for the investigated pT and multiplicity ranges.

4. Summary

In summary, searches of pT dependent flow angle and magnitude fluctuations are performed by measuring vn{2}/vn[2]
and rn. It is found that v2{2}/v2[2] is consistent with unity up to pT ⇡ 2 GeV/c in most central Pb–Pb collisions, the
deviation becomes weaker but occurs at higher transverse momenta towards peripheral collisions. A significant devi-
ation of v3{2}/v3[2] and v4{2}/v4[2] from unity is not observed. The factorization ratio r2 significantly deviates from
unity as the collisions become more central, such e↵ect becomes stronger as |pt

T � pa
T| is increasing. The comparison

to hydrodynamic calculations shows that the one with MC-KLN initial condition and ⌘/s = 0.20 has better agreement
to the data than with MC-Glauber initial condition and ⌘/s = 0.08, but none of them can quantitatively describe the
data. The agreements of v2{2} and v2[2] are observed for pT < 3 GeV/c in p–Pb collisions, both measurements might
be under predicted in hydrodynamic calculations.
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Future RHIC Program
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2017 2020 2023

low energy e  
cooling upgrade

sPHENIX 
STAR forward upgrade transition to eRHIC

2015-2016 
runs:!

200 GeV 
pp, pAu, dAu,  

AuAu 
!

goals:!
initial state fluctuations 

heavy flavour flow 
color screening quarkonia 

constraining η/s 
saturation 

energy loss in CNM 
nPDF

2018-2019 
runs:!

5-20 GeV 
AuAu BES2 

!
goals:!

critical point 
onset deconfinement

2021-2022 
runs:!

200 GeV 
pp, p(d)A, AuAu 

!
goals:!

jet, dijets, γ-jet, 
b-tagged jets 

parton transport and energy loss 
color screening quarkonia 

saturation 
energy loss in CNM 

nPDF 

Key future measurements to improve the heavy-ion standard model, 
understand the perfect liquid from QCD and discover the critical point 



Future LHC Program
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LS1 
2014

LS2 
7/2018-2019

LS3 
2023-2025

upgrade to full energy 
10 x more data

increase in luminosity 
10x

high luminosity LHC

2015-2018 
runs:!

5.5 TeV 
PbPb (2015), PbPb (2016), pPb (2017)

2025-2027 
runs:!

5.5 TeV 
pA, PbPb, ArAr

2020-2022 
runs:!

5.5 TeV 
pA, PbPb

Key future measurements to improve the heavy-ion standard model and 
understand the perfect liquid from QCD

100 x more data

goals:!
jet, dijets, γ-jet, Z-jet, W-jet 

differentially versus centrality, flow plane, pid 
parton transport and energy loss 

color screening quarkonia 
low-mass di-leptons, ρ-spectral function, thermal photons 

saturation, low-x 
t-tbar in heavy-ions 

goals:!
jet, dijets, γ-jet, Z-jet 

differentially versus centrality, flow plane, pid 
multi-particle correlations, vn correlations 

parton transport and energy loss 
color screening quarkonia 

low-mass di-leptons, ρ-spectral function, thermal photons 
saturation, low-x 
collectivity in pA 



Why both RHIC and the LHC, 
and what will they deliver?

• Both RHIC and the LHC are unique facilities 

• The properties of the QGP at small μB  and parts of the QCD phase diagram are already 
understood much better due to RHIC and the LHC 

• At small μB a precise standard model for the QGP evolution is emerging 

• Currently the field is poised to make an important breakthrough in the understanding of how 
the ideal fluid bulk behaviour emerges from QCD degrees of freedom 

• For this we need to complete the heavy-ion “standard model”, which goes hand in hand 
with precision bulk observables and hard probes, which become available with the new/
upgraded detectors and facilities delivering collisions for different systems and energies!

• We need both precision data and range in T and μB 

• Imagine how the J/Ψ story would look like with only measurements at the SPS  

• The energy scan which is an important ingredient for completing the heavy-ion “standard 
model” and provides a unique opportunity to discover one of the main landmarks in the 
QCD phase diagram; the critical point

26



QCD Phase Diagram
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Goal: Determine the detailed Phase Structure of QCD

Beam Energy Scan - Lower collision energies

19

Critical Point ?

Early Universe
• Is there a critical point? 

• Need detailed simulations  
taking into account all 
sources of fluctuations 

• Fluid dynamics: Include 
thermal conductivity, 
baryon diffusion, 
hydrodynamic fluctuations, 
appropriate initial state,  
equation of state at finite μB

Highest RHIC and LHC energies 
allow us to obtain a precise model of 
the QGP evolution (also contributions 

from hadronic phase) 
and with precision hard probes we 
might have the possibility to explain 
how a perfect liquid emerges around 

Tc from QCD degrees of freedom. 
A precise model would provide an 

important bases for discoveries such 
as CME and other unexpected 

phenomena

The beam energy scan is important in the 
construction of a precise model of the evolution of 
the QGP and hadronic phase. With such a precise 
model, the opportunity to discover one of the main 

landmarks of the QCD phase diagram is maximised  



Outlook/Conclusions
• In the last 40 years enormous progress has 

been made in the field 

• a paradigm change in the last 10 years 

• The next decade is crucial, could be a perfect 
storm (RHIC, LHC, machine and detector 
upgrades and a strong theoretical commitment)  !

• very possibly, new and unexpected phenomena 
in the realm of nuclear matter at the highest 
densities will be discovered
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