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2D simulation of cosmics (1.3M depos)

● ROOT IO takes most of the memory usage
● WireCell takes a few, but should be fine

===  
Peak virtual memory usage (VmPeak)  : 4914.52 MB
Peak resident set size usage (VmHWM): 4510.72 MB

● Single instance of WireCellToolkit with 4 
components of FrameSaver (larsoft)

● How to reduce ROOT IO?
○ bundle two-volume simulation with 

multi-threading? 2



1D simulation

2D simulation

150/ 280 ~ 0.54 scaling factor in response?

Collection plane raw waveform
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gain 14 mV/fC
shaping 2.2us

gain 17.8075 mV/fC
shaping 1.3us

cutoff at 10us is about 
0.13% of peak

● WE response integral = 29.84 mV*us/fC
● pulse measurement at CERN

= 0.027fC/(ADC*us)
= 29.84mV*us/fC

4095 ADC <=> (3300 - 0.8) mV

● Warm Electronics (WE) gain default 
configuration now is 30 mV/fC

● While actual gain is 17.8075
17.8075/30 ~ 0.59 scaling factor
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bnb-1

● To understand the gaps in charge deconvolution (noise filter? decon threshold?)
● To have a more balanced noise level for the middle induction plane
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bnb-2
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Summary

● WireCell is in the larsoft/icarus release now
● Interested in reducing the memory usage per core

○ multithreading in wirecell may help

● Some correction on the warm electronics gain according to the pulse 
measurement at CERN

● 10 BNB events has been simulated, will tune the signal processing based on this 
sample
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