
Chapt.8 Data Acquisition Systems







•Primary objective is to have the most comprehensive information 
about the physical process under study. 

•For complex processes, many outgoing channels would require a large
number of sensors and the simultaneous collection of data from all
the channels.

Why do we need a Data Acquisition System ?

Typical present generation experiments would have:

• >200 parameters per event
• 10,000 events per second
• > 1012 bytes of data / experiment.

Needs high throughput and massive storage requirement.



•Detectors are large and distributed -containing many thousands of individual
channels.

•The complete set of signals which describe a single nuclear interaction is called 
an Event. there can be thousands to millions of events occurring per second.

•Events occur at random.
Event1
Si1E, Si1T, CsI1E, CsI1Slow, CsI1Fast, CsI1T  -Det1
Si2E, Si2T, CsI2E, CsI2Slow, CsI2Fast, CsI2T  -Det2
…  … 
SinE, SinT, CsInE, CsInSlow, CsInFast, CsInT -Detn
Timestamp

Event2
Event3
…
EventN
•Only a few events are interesting.

• The data acquisition system digitizes, formats and stores these
information in a way which can be retrieved for later analysis.



Trigger/Gate & Busy

• Digital Camera is a “simple” physics 

DAQ system.

• 3-6 million channels

• Dead-time(BUSY) is important! -How long 

before I can take another picture??

Trigger

CCD detector

Readout, processed

Light

Data stored on flash card

Start
Gate

ADC/TDC Modules need a Trigger to start conversion



Trigger

•The data acquisition system needs to know when an interaction “Event”

has occurred in the detector.

•Some detectors are faster than others.

•Signals from fast detectors are combined to make a decision on when an 

interesting event has occurred. This is called a trigger.

the trigger make a selection starting from the signals coming from the 

front-end electronics (hardware trigger) thus deciding if the event have to 

be readout or rejected.



Reaction: (10Be,6He+4He)

Trig.=TDet1 × TDet2

10Be beam 6He

4He

Det1.

Det2.

10Be

Reaction: (12Be,12Be’)

Trig.=TDet1 + TDet2

12Be beam

12Be

Det1.

Det2.

12Be

Basic trigger logic



Reaction: (6He,4He+2n)

Trig.=TDet2 ×TNeut × "Tpla

6He beam n

Thin pla.

Det2.
6He 

p4He 
2H 

Neut. Det.
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…
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Signal
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Sampling(Rate Divider) Reaction: (12Be,6He+4He)

TrigR=TDet1 × TDet2

12Be beam
6He

4He

Det1.

Det2.

12Be
T1 T2

dE

TrigDB=(Tdet1 +Tdet2)/nsampling rate:1/n

Contamination：(6He,X+p)





Reaction: (12Be,6He+4He)TrigR=TDet1 × TDet2

12Be beam
6He

4He

Det1.

Det2.

12Be
T1 T2

dE

TrigDB=T1 ×T2/n2

Trig.=TrigR+TrigDR+TrigDB

TrigR
TrigDR

Trig.

TrigDR=(TDet1 + TDet2)/n1

TrigDB

Main Physics

By products
- elastic scattering etc.

Upstream events. monitoring

To TDC/Bit Reg.

Fan In/Fan out GDG Logic unit Rate Divider
OR GDG

ADC gate
TDC start



M ³1



Master Gate blocking is essential 

to have any meaningful acquisition 

with VME, failing which a good 

number of events could be corrupt 

depending on the data rate.

Detector

• No master gate should reach the modules until the current event has 
been completely digitized and read out. (especially for VME)

Conversion + Data readout 10~500!"



Deadtime and Efficiency 

Deadtime (%): ratio between the time the DAQ is busy and the total time .

f=true interaction rate 
v=recorded count rate 
τ=system dead time 

v = n/(1+nτ)

Efficiency: Nrecord/Ntot= 1/(1 + f ×t) 

Due to the fluctuations introduced by the 

stochastic process the efficiency will always 

be less 100% 

To have higher efficiency → f t<<1 

e.g. f =1kHz, ! >90% 

→ t = 1/f (1/! - 1) = 100"s 

→ 1/t >10kHz 

In order to cope with the input signal fluctuations, we would need to overdesign 

our DAQ system by a factor 10. 

Probability of time(in ms) between 

events for average event rate of f=1kHz

f e-ft

10% for 0<t<100"s

40% for 0<t<500"s

ms



System BUSY = Conversion + Data readout
~10$% ~& '() 100$%

• Software cycle time to process an instruction
• Data transfer (only a event)
• Store to hard disk

Single cycle data readout: event by event readout

Buffers(FIFO) are introduced which hold temporarily the data. 
The FIFO absorbs and smooths the input fluctuation, providing a steady
(De-randomized) output rate.

ex. Multi-Event Buffer: for CAEN v785 (VME ADC )

• Software cycle 
• Block Data transfer (multi-events)
• Store to hard disk

Data readout

•Busy is now defined by if the buffer is full or not. 
•Processor pulls data from the buffer at fixed rate, 
separating the event receiving and data processing steps 



•Efficiency as a function of the ratio of the event processing time (τ) 
to average event arrival time (λ) 

Without buffer

With buffer



Before event data is passed to the DAQ system it must be properly zero-suppressed 
to limit the loading of the data links and the DAQ system. Data must also be 
properly organized in self-describing data structures.
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If there are many channels, DAQ can be divided in blocks (for example 
all boards of a crate, all crates, a farm of computers to process data). 
All theses blocks have to be interconnected. Synchronization: to form 
full events from partial ones. INTERCONNECTION Bus, Networks





Bus adapter/ controller:
• It makes possible to control the bus remotely from a standard  PC 

through a high speed link
• The acquisition program (DAQ) runs on the remote PC
• Computing power (processors, memories, disks) is on the PC 

Addressing:
All modules have a unique address in the bus. 
Registers/buffers in a modules have a unique address.
Access and control modules through their addresses.



Interrupt:
All modules included into the measurement are operated in the "master 
trigger“ mode, i.e. a simultaneous data collection of all parameters is 
triggered by the interrupt given by one in particular defined module. 
The interrupt of the other modules  are usually disabled.

Fan In/
Fan Out

GDG

C
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 R
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Trigger
Interrupt

Clear

LATCH
stop

start
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Start

Gate



CAMAC(Computer Automated Monitoring And Control)

Old IEEE Standard 24 bit bus.

Relatively slow(3 MB/sec).

Small boards.

A lot still around.







CAMAC  dataway operations



CAMAC based DAQ
All modules Triggered by the LAM (CAMAC Look-At-Me) given by 
one in particular defined module. This module is characterized by an
enabled LAM line in contrast to the other modules where the LAM 
lines are automatically disabled

o After getting the LAM the following data collection cycle is started
:



static int dc_int(unsigned short buffer[])
{
static long j;
j=inl(BASE_ADDRESS+4);
pos=3;

for(j=0;j<16;j++){
camacNAF(ADC1,j,0,&i,&k);
buffer[pos++]=i;

} 

for(j=17;j<32;j++){
camacNAF(TDC1,j,0,&i,&k);
buffer[pos++]=i;

} 
…
}

static int camacNAF(int N, int A, int F, long *data, int *stat) /* long word data NAF operation */

http://rarfaxp.riken.go.jp/~iwasa/cc7700.html
A CAMAC Data Acquisition system with CC7700 and PC-Linux



VME (Versa Module Europa)

International standard for interconnecting modules.

32/64 bit bus (80MB/s)

Large number of commercial products (used heavily in the military).

VME64X provide bandwidth options (160-320 MB/s).

Currently transitioning from FASTBUS





PCI card



Zero suppression
Overflow suppression 
- to speedup data transfer, i.e. reduce dead time of DAQ
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Data Output Buffer









Network distributed DAQ system



• The detectors are spread over a physical volume of space. 

• Bits and pieces of events arrive at different times from different places. 

• All the parts of the event need to be collected together and packaged 

with other information needed by the analysis. 

The Event builder is a very fast collating machine. 

Event Building 



• Need to start and stop the DAQ 

• Place to input parameters which change from run to run. 

• Place to read parameters from. 

• Automatic monitor of the health of the DAQ system. 

• Something nice for the operator to look at. 

Run Control

Online AnalysisRun Control



Beam line Electronics
~200 channels

Timestamp-based DAQ
• Independent DAQ for each sub-system

- own trigger and timestamp

• Synchronize sub-systems with timestamp
- fixed time difference and offset



2020/12/5

DSSD array(Implantation and Beta) Cluster array(Gamma) 

Electronics for Cluster
Electronics for DSSD

~200 channels
~2000 channels



100MHz, 
48bit counter

Timestamp 
module

99 100 116 120 136

Trigger

Timestamp
counter



Beam

DSSD(HI+beta)

Gamma

heavy ion  : beam x DSSD(HI)

heavy ion-gamma   : beam x DSSD(HI) x Gamma (isomer)

Beta  : beam x DSSD(beta)

Beta-gamma : beam x DSSD(beta) x Gamma

Timestamp
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Application:

Phys. Rev. C 93, 044607 (2016)



Physics goal: the breakup reaction cross section of 14O to 11C
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Beam production

Secondary Beam line @RCNP

Secondary target



Particle identification

TOFpla
stic
.

plastic.

dE(Si)



PPAC
Si(dE)

PPAC

plastic

Collimator

Beam

Target

PPAC - xy, tracking
Si- dE
RF- TOF start
plastic- TOF stop



DAQ：~ 600 channels
dead time 20% @ 2kHz ！

need to suppress beam contaminants
trigger rate ~ beam rate 150kcps

PPAC



Beam intensity: 150kcps ->30kcps

Need more strict trigger from downstream detectors(Physics)
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Detector array

!"#$%&'(')*'+,-42.BC408/012345%6.123789:;<=
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Plastic detectors:
ü Poor energy resolution
ü Good timing
ü Large acceptance

particle identification using hodoscope
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Disc.
HodoT
dE,E1,E2

30ns

Coin.

GDG/Delay

Delay TDC

200ns Logic

LT
RT

dE,E1

dET

BeamH
50ns TDC/QDC Gate

Coin. 50ns HodoS(M≥1)

Disc.
THR=150mV

MULTI

100mV/Hit
50ns

HodoM(M≥2)

E18LT
E19LT
dE6-8T 30+30ns

SUM
E1T

HodoQ
dE,E1,E2

25ns
Delay QDC
200ns

Divider 50 Ohm temination ( for E11-7 , 10-13 and E2 layer )

dE6/7/8Q, E18/9Q
CHdE6/7/8Q 
CHE8/9Q
1-5

Hodoscope Area

FCLR

FCLR

Coin.
dEM2

E1M2

Trigger from Hodo Osilloscope:
HodoM: 11C+p :  dE & E multiplicity ³2  
counting rate：30kcps-> 1.5kcps

Main trigger: Beam x HodoM
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Fast-AmpF2pla
25ns

Divider

Divider
QDC

Delay TDC

BeamH

Fast-Amp

F2ppac U/D
x1,x2,y1,y2,Anode

CFD
V1190

CBeam 1-37

Beam Area

GDG/Delay
TDC/QDC gate

Beam

FCLR

RateDividerRF TDC

FCLR

To Telescope Area

To Hodo Area

To Counting room

Counting Room

Coin.

BUSY

Disc.

GDG
FCLR' FCLR'

Delay

FCLR

W:5us, offset: -6us

res. 100ps, TrigDelay: 4.5 us

Ref. NoDelay

Trigger from Beam line detector:
DB: Beam/100~ 300cps - sampling
Monitor beam condition during beam time.

RateDividerCBeam DB' 
1/100



Telescope array at upstream(back angle)



PreAmpDSSD
1-6

S.Amp

Disc. DISC.

ADC

RIKEN/PKU

SUM

DSSD1-2

FOUT/E10X
D1-4

Tel

Pre/S.AmpSSD
1-6

Disc.

ADC

MSI-8
Timing

OR

OR

Tel1-4

SSD5-6TFA

SSD1-4

Tel5-6

Trigger from telescope:
HodoS x Tele



BHM

BUSY 

Coin. MasterTrig.
HodoDAQ Trigger

GDG
ADC GateW:6µs   

DB 

BHTel

OR

Beam GDG Coin.
HodoS  

Coin.HodoM  

BHS 

BHM

beam
GDG

GDG

GDG

W:0.3µs   

W:0.3µs   
W: 0.2 µs  W:50ns D:1.1µs  

DBCoin.GDG
W:0.2µs   

DB'

Coin.Tel  BHTel

W:1.5µs   

GDG

GDG

GDG

GDG

MasterTrig.
GDG

start

stop

BUSY

TelDaqCLR 
CBUSY 3-39

Coin.
FastClear 5-42GDGCBeam

CBUSY

MasterTrig.
GDG

start

stopHodoDaqCLR 
OR





Visual Scaler-1

1.  Trigger
2.  Accepted Trigger
3.  Beam 
4.  DB
5.  B x HSingle
6.  B x HMulti
7. 14O
8.  B x Hodo x Tel

V1190(TDC)

33.   Beam
34.   DB
35.   B x HSingle
36.   B x HMulti
37.   B x Tel
38.   Beam x !Busy

for deadtime
of FCLR

64.  Reference

To label trigger pattern 

99 100
116

Accepted
Trigger

Beam

Scaler 100

106 107108

108



1.5m 3.8m

TOF ~ 60ns

Beam(F2pla)

TBeam =30ns(cable)+30ns(FastAmp+Disc.)
+50ns(cable)+20ns(Fan-I/O)

=130ns

Hodo

Tbeam

TOF 30ns
30ns

0-10ns

200ns delay

THodoT: 60+(0-10)+30+200+(30)=300-340ns

dTt=THodoT -(TBeam+100ns)=70-110 ns 
dTe=THodoe -(TBeam+100ns)=70-80 ns, Width: 230ns

THodoE: 60+(0-10)+30+200=300-310ns

F2pla
Target

Hodo

100ns delay
dTt          time window for TDC



Data Analysis - calibration

TDC: 

0.9766 ns/ch





PPAC beam x,y

0

)(
ctt
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brxralxl tttt == ；

eventshitmultiforctt xrxl -<+ 0



Target Hodo
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beam at target

Nbeam:  Scaler
!14$:   DB trig
Ntarget:  Dbtrig with tracking



Hodoscope 
time-walk correction

Dt~x

position calibration





Hodoscope-Acceptance 
single particle

MC simulation



Telescope-Acceptance 

MC simulation



Reaction
in Detector
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Background estimation with empty target

11

'

' *1/ * *(1 )
s

i s C

R
R F N R

s =
-

Reaction loss at hodo

' ' 11

11

22 2 22 2
1/

' '= + + + +
1/

s i s C
RR R NF

s i s C
R R F N R

s
dd d dd d

s

æ öæ ö æ ö æ öæ ö æ ö ç ÷ç ÷ ç ÷ ç ÷ç ÷ ç ÷ç ÷ ç ÷ ç ÷è ø è ø è øè ø è ø è ø
14.3% 0.2% 0.06% 0.4% 2%

60 MeV/u 14Oà11C cross section 60±9 mb

Z = 6

After background subtraction

Blue: All events
Red: background Z = 6

Before background subtraction



11

14

C

O s

N
N N

s =




