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提纲

• 简介：对称性和对称破缺

• 寻找对称破缺新实验及新结果

ü 反物质研究进展

• 反超氚核实验新结果和中⼦星状态⽅程的联系

• 主要参考⽂献： STAR Col. Science 328 (2010) 58; Nature 473 (2011) 355; Nature 527 (2015) 345;
PRL 114 (2015) 022301; PRC 97 (2018) 054909; PLB 790 (2019) 490; Nature Phys. 16 (2020) 409
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对称原理与物理规律

• 杨振宁教授：“⼆⼗世纪物理学的主旋律是：
量⼦化、对称和相位因⼦”

• 李政道教授：“⼆⼗⼀世纪物理学的挑战是：
夸克禁闭、对称和对称破缺”

• 周光召教授：“对称性和对称破缺是世界统⼀性和多
样性的根源”

《Selected Papers of Chen Ning Yang II With Commentaries》

《Missing Symmetries, Unseen Quarks and the Physical Vacuum》

《周光召对理论物理和原子能事业的贡献》
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AMS in Space
The Big Bang origin of the Universe requires 

matter and antimatter
to be equally abundant at the very hot 

beginning

Physics	Result	21:	Complex	Antimatter	in	cosmic	rays

A	Status	Report

64

对称性和对称破缺

from S. Ting, 2016/12 at CERN
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物质和反物质
“如果我们在研究自然界的基本物理规律时接受粒子与
反粒子完全对称的观点，我们就必须认定地球上乃至
整个太阳系主要包含电子和质子的事实纯属偶然。

很有可能在一些其他的星球上情况正好相反，即这些
星球主要是由正电子和反质子构成的。实际的情况是
，半数的星球由物质组成，而另外半数的星球由反物
质组成。这两类星系的光谱完全相同，目前的天文观
测手段无法区分它们。”

－－保罗狄拉克，1933诺贝尔物理奖颁奖典礼

• 1928年，狄拉克在解
释狄拉克方程负能解时
引出正电子的概念，预
言了正负电子对的湮灭

• 1932年，安德森在宇
宙射线中发现了正电子

• 1959年，赛格雷和张
伯伦在回旋加速器上发
现了反质子

• …

“Fishing Antihypernuclei 
out of a Quark-Gluon 
Soup” ,
Thomas D. Cohen, 
Science 328 (2010) 55

Quantum field theory 
predictions:

The “Bullet Cluster” is an extremely important object for astrop.
research including studies of dark matter. This cluster was 
formed after the violent collision of two large clusters of galaxies 
moving at great speeds. The Bullet Cluster is located about 3.8 
billion light years from Earth.
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⼈类探索反物质的征程
• Search for anti-helium in cosmic rays, AMS Col., Phys. Lett. B 461 (1991) 387…
• Search for Cosmic-Ray Antideutrons, BESS Col. PRL 95 (2005) 081101
• An anomalous positron abundance in cosmic rays with energies 1.5-100 GeV, PAMELA Col., Nature 458 

(2009) 607
• Measurement of Separate Cosmic-Ray Electron and Positron Spectra with the Fermi Large Area 

Telescope, Fermi LAT Col. PRL 108 (2012) 011103
• Direct detection of a break in the teraelectronvolt cosmic-ray spectrum of electrons and positrons, 

DAMPE Col. Nature 552 (2017) 63

AMS-02：2011/5开始取数，已采集超过900亿条宇宙射线！最高精度，
最广能量范围 PRL 110, 113, 117, 120, 122, 126…
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M. Turner and F. Wilczek, Phys. Rev. D42 (1990) 1001; J. Ellis 26th ICRC (1999) 12
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Physics	Result	3:	The	origin	of	the	Positron	Fraction

17	million	events
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M. Turner and F. Wilczek, Phys. Rev. D42 (1990) 1001; J. Ellis 26th ICRC (1999) 12

Antiproton-to-proton ratio

37

• AMS

Dark	matter

Momentum [GeV] 
Dark	Matter	Model	example: Donato	et	al.,	Phys.	Rev.	Lett.	102,	071301	(	2009	).	
Astrophysics	Model	examples:	P.	Mertsch and S.	Sarkar,	Phys.	Rev.	D	90,	061301	(2014);	

K.	Kohri,	K.	Ioka,	Y.	Fujita,	and R.	Yamazaki,	Prog.	Theor.	Exp.	Phys.	2016,	021E01	(2016).	

The excess of antiprotons observed by AMS 
cannot come from pulsars. 

It can be explained by Dark Matter collisions 
or by new astrophysics phenomena
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Physics	Result	5:	The	(e+ +	e-)	flux

The	precision	AMS	measurement	of	the	(e+ +	e-)	flux
contradicts	all	previous	measurements	and	previous	speculations		 25

增强来源：
暗物质？
超新星残留？
脉冲星？
…

By	2024	we	will	should	be	able	understand	the	origin	of	this	unexpected	data.	

76

Positron FractionPositron Spectrum
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Summary (on nuclei)
The spectra of protons, helium and lithium do not follow the traditional
single power law.  They all change their behavior at the same energy.
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⼈类探索反物质的征程（续1）
我们最关心的反物质原子核信号？（2016/12/8丁肇中在CERN汇报5年亮点工作）

“The Alpha Magnetic Spectrometer (AMS) on the international space station: Part II – Results from the first seven years” Phys. Rept. 894, 1 (2021)

To	date	we	have	observed	a	few	Z	=	-2	events	with	mass	around	3He.	

84

It	will	take	a	few	more	years	of	detector	
verification	and	to	collect	more	data	to	
ascertain	the	origin	of	these	events.

At	a	signal	to	background	ratio	of	one	in	one	billion,	
detailed	understanding	of	the	instrument	is	required.	

Summary (on antinuclei)
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Summary (on nuclei)
The	flux	ratios	of	primary	cosmic	rays	are	energy	independent	except	p/He.
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⼈类探索反物质的征程（续2）
https://baike.baidu.com/item/暗物质粒子探测卫星

/2961031

DArk Matter Particle Explorer:

• 以更⾼的能量分辨率和更⼤的能量测量范围来测量宇

宙射线中正负电⼦之⽐，以找出可能的暗物质信号

• 主要包括塑料闪烁体探测器、硅微条、量能器等，于

2015年12⽉17⽇在酒泉卫星发射中⼼⽤⻓征⼆号丁运

载⽕箭发射升空

LETTERRESEARCH

Extended Data Figure 4 | Comparison of two spectral models for the 
DAMPE CRE spectrum. The dashed and solid lines show the best-fitting 
results of the single power-law and smoothly broken power-law models, 
respectively.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

“首次直接探测到电子宇宙射线能谱在1 TeV附近的拐折”
2018年度“中国科学十大进展”
悟空号所获得的电子能谱明确表明在0.9 TeV附近存在一个拐折，
该拐折反映了宇宙中高能电子辐射源的典型加速能力，其精确的
下降行为对于判定部分电子宇宙射线是否来自于暗物质起着关键
性作用。此外，悟空号所获得的能谱在1.4 TeV附近呈现出流量异
常迹象，尚需进一步的数据来确认是否存在一个精细结构。

N
ature

552 (2017) 63

There are several sources of systematic uncertainties of
the measurements. For the event selections, we used the
differences between the flight data and the MC simulations
for control samples to evaluate the systematic uncertainties.
The results turn out to be about ∼4% for the HETefficiency
(σHET), ∼0.5% for the track selection efficiency (σtrack),
∼3.5% for the charge selection efficiency (σcharge). We
reweighted the spectrum of the MC simulations with
spectral index changing from 2.0 to 3.0, and found that
the helium fluxes changed by ≲1%. The analysis using
energy measurements with 14 layers of the BGO calorim-
eter led to ≲1% differences from the results presented here.
These two were combined together to give systematic
uncertainties from the spectral unfolding, σunf . The
3He=4He isotope ratio, which mainly affects the calculation

of the average number of nucleons, was estimated to
contribute to about 0.2% (σiso) of the fluxes at low energies
(∼100 GeV) and even smaller at higher energies via
varying the ratio by !5% which is conservative according
to the AMS-02 measurements [26]. We also estimated the
effect of background subtraction through varying the PSD
charge selection of Eq. (1) by !5%, and found that the
results differed by about 1%–1.5% (σbkg). The total
systematic uncertainty from the analysis was given by
the quadrature sum of the above uncertainties, which was
about 5.6%. The absolute energy scale of the measurement,
whose uncertainty was estimated to be ∼1.3% based on the
geomagnetic cutoff of e! [39], would result in a global but
tiny shift of the spectrum, and was not included in the total
systematic uncertainty. Different analyses obtained consis-
tent results within the uncertainties.
The largest systematic uncertainty comes from the

hadronic interaction models. In this work we used the
differences between the results based on the GEANT4 and
FLUKA simulations as the hadronic model systematic
uncertainties, which turned out to be about 12%–15%
for incident energies above 300 GeV. At lower energies, we
used the test beam data of helium with kinetic energies
40 GeV=n and 75 GeV=n [25] to estimate the efficiencies
and energy deposit ratios, and obtained the flux differences
between the test beam data and simulation data of ∼13%.
Thus the systematic uncertainties from the hadronic model
below 300 GeV were estimated as 13%. The statistical and
systematic uncertainties for different incident energies are
summarized in Fig. S8 of the Supplemental Material [33].
From Fig. 3 we can observe that the helium spectrum

experiences a hardening at ∼TeV energies and then shows a
softening around ∼30 TeV. The spectral fitting (see the
Supplemental Material [33]) gave a significance of the
hardening of 24.6σ, and a hardening energy of
ð1.25þ0.15

−0.12Þ TeV. What is more interesting is the softening
feature which is clearly shown in the DAMPE spectrum. A
possible softening of the spectrum was reported by pre-
vious measurements [3,9], but the limited statistics and the
large systematic uncertainties prevented a conclusion on
this specific point. The significance of the softening from
the DAMPE measurements is about 4.3σ. The softening
energy is found to be 34.4þ6.7

−9.8 TeV, with a spectral change
Δγ ¼ −0.51þ0.18

−0.20 . Together with the softening energy of the
DAMPE proton spectrum, 13.6þ4.1

−4.8 TeV [7], the results are
consistent with a charge-dependent softening energy of
protons and helium nuclei, although a mass-dependent
softening cannot be excluded by current data.
Summary.—The GCR helium spectrum from 70 GeV to

80 TeV is measured with 4.5 years of the DAMPE data. We
confirm the hardening feature of the helium spectrum
reported by previous experiments. The hardening is smooth
with a hardening energy of ∼1.3 TeV. The DAMPE data
further reveals a softening feature at ∼34 TeV with a high
significance of 4.3σ. Combined with the proton spectrum,

Incident energy [GeV]

210 310 410 510

]
1.

6
 G

eV
-1

 s
r

-1
 s

-2
 F

lu
x 

[m
×

2.
6

in
c

E

3000

3500

4000

4500

5000

5500

6000

6500

DAMPE

(a)

Kinetic energy [GeV/n]

210 310 410 510

]
1.

6
 (

G
eV

/n
)

-1
 s

r
-1

 s
-2

 F
lu

x 
[m

×
2.

6
k

E

200

400

600

800

1000

1200

ATIC-2 (2009)
PAMELA (2011)
AMS-02 (2017)
CREAM-III (2017)
NUCLEON (KLEM;2017)
DAMPE (this work)

(b)

FIG. 3. Helium spectrum weighted by E2.6 (top panel) mea-
sured by DAMPE. In the bottom panel, we compare the DAMPE
spectrum (converted to kinetic energy per nucleon assuming the
AMS-02 measured 3He=4He isotope ratio [26]) with previous
measurements by PAMELA [4], AMS-02 [6], CREAM-III [3],
ATIC-2 [2], and NUCLEON (KLEM) [9]. Error bars of the
DAMPE data show the statistical uncertainties. The inner and
outer shaded bands denote the systematic uncertainties from the
analysis (σana) and the total systematic uncertainties including
those from hadronic models ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2ana þ σ2had

p
Þ. For the PAMELA

and AMS-02 results, the error bars contain both the statistical and
systematic uncertainties added in quadrature. For the other
measurements, only the statistical uncertainties are shown.

PHYSICAL REVIEW LETTERS 126, 201102 (2021)

201102-5

结合质子数据，氦核能谱和质子能谱体现出非
常类似的行为，预示着它们存在共同的起源。

PRL 126 (2021) 201102
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CP破缺信号：奇异夸克

思考题：相干产生的一对K0/反K0，是K1/K2混合态，测量前，我们不清楚哪个是K1/K2，测量后，先衰变的是K1，那么余下的就是K2？

理论上： 本征态

Parity violation Fermi’s theory Two neutrino’s CP-violation

Eigenstates (cont’d)

But linear combinations

|K 0
1,2〉 = 1

√

2

(

|K 0〉± |K̄ 0〉
)

are ĈP̂-eigenstates.

|K 0
1 〉 is even, |K 0

2 〉 is odd: ĈP̂|K 0
1,2〉 = ±|K 0

1,2〉

Which are the physically observable states, the “true” neutral kaons?
Answer depends on the interaction.

The kaon being produced in strong interactions is either |K 0〉 or
K̄ 0〉, the flavour eigenstate.
The kaon decaying in weak interactions is |K 0

1,2〉, the

ĈP̂-eigenstate.
The two different kaons typically decay like (remember: P̂ is multiplicative)

K 0
1 → 2π τ = 0.9 · 10−10 s

K 0
2 → 3π τ = 5.2 · 10−8 s.

The lifetime differences are due to the phase space.

F. Krauss IPPP

Introduction to particle physics Lecture 5
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Parity violation Fermi’s theory Two neutrino’s CP-violation

Eigenstates (cont’d)
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Parity violation Fermi’s theory Two neutrino’s CP-violation

ĈP̂-invariance and neutral kaons

Eigenstates

Weak interactions violate both P̂ and Ĉ.
(The latter from observing e± spins in µ

± decays)

But hope: Maybe exact cancellation such that product ĈP̂
conserved?

To test: Find particle states that are either even or odd under ĈP̂
and check that the final state in its decays is also ĈP̂-even or odd.

Candidate states must be neutral, i.e. have charge 0.

Parity does not change the nature of particle state, only sign of wave
function for odd particles.

Neutral kaon |K 0〉 = |s̄d〉 is pseudoscalar (odd under parity), but
Ĉ|K 0〉 = K̄ 0 = |sd̄〉.

Therefore neither K 0 nor K̄ 0 is eigenstate of ĈP̂.

F. Krauss IPPP

Introduction to particle physics Lecture 5
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Parity violation Fermi’s theory Two neutrino’s CP-violation

Eigenstates (cont’d)
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The lifetime differences are due to the phase space.

F. Krauss IPPP

Introduction to particle physics Lecture 5

实验上：30 GeV质子束流轰击铍靶à K1/K2
对产生；并设计共轴K2次级束

In 22700 K2
0 decays, 45±9 were observed

破缺

Christenson, Cronin, Fitch, Turlay, 
PRL 13 (1964) 138

“Evidence for the 2pi decay of the
K2

0 meson”

VOLUME 1$, NUMBER 4 P H Y SI CAL RE V I E%' LETTERS 27 JULY 1964

EVIDENCE FOR THE 2rr DECAY OF THE Km MESON*1

J. H. Christenson, J. W. Cronin, V. L. Fitch, and R. Turlay~
Princeton University, Princeton, New Jersey

(Received 10 July 1964)

PLAN VIEW

I root

VFEEEPEEEEPz

57 Ft. to =
internal target

Cerenkov

FIG. 1. Plan view of the detector arrangement.

This Letter reports the results of experimental
studies designed to search for the 2m decay of the
K, meson. Several previous experiments have
served"~ to set an upper limit of 1/300 for the
fraction of K2 's which decay into two charged pi-
ons. The present experiment, using spark cham-
ber techniques, proposed to extend this limit.
In this measurement, K,' mesons were pro-

duced at the Brookhaven AGS in an internal Be
target bombarded by 30-BeV protons. A neutral
beam was defined at 30 degrees relative to the

1 1circulating protons by a 1&-in. x 12-in. x 48-in.
collimator at an average distance of 14.5 ft. from
the internal target. This collimator was followed
by a sweeping magnet of 512 kG-in. at -20 ft. .
and a 6-in. x 6-in. x 48-in. collimator at 55 ft. A
1~-in. thickness of Pb was placed in front of the
first collimator to attenuate the gamma rays in
the beam.
The experimental layout is shown in relation to

the beam in Fig. 1. The detector for the decay
products consisted of two spectrometers each
composed of two spark chambers for track delin-
eation separated by a magnetic field of 178 kG-in.
The axis of each spectrometer was in the hori-
zontal plane and each subtended an average solid
angle of 0.7&& 10 steradians. The squark cham-
bers were triggered on a coincidence between
water Cherenkov and scintillation counters posi-
tioned immediately behind the spectrometers.
When coherent K,' regeneration in solid materials
was being studied, an anticoincidence counter was
placed immediately behind the regenerator. To
minimize interactions K2' decays were observed
from a volume of He gas at nearly STP.

Water

The analysis program computed the vector mo-
mentum of each charged particle observed in the
decay and the invariant mass, m*, assuming
each charged particle had the mass of the
charged pion. In this detector the Ke3 decay
leads to a distribution in m* ranging from 280
MeV to -536 MeV; the K&3, from 280 to -516; and
the K&3, from 280 to 363 MeV. We emphasize
that m* equal to the E' mass is not a preferred
result when the three-body decays are analyzed
in this way. In addition, the vector sum of the
two momenta and the angle, |9, between it and the
direction of the K,' beam were determined. This
angle should be zero for two-body decay and is,
in general, different from zero for three-body
decays.
An important calibration of the apparatus and

data reduction system was afforded by observing
the decays of K,' mesons produced by coherent
regeneration in 43 gm/cm' of tungsten. Since the
K,' mesons produced by coherent regeneration
have the same momentum and direction as the
K,' beam, the K,' decay simulates the direct de-
cay of the K,' into two pions. The regenerator
was successively placed at intervals of 11 in.
along the region of the beam sensed by the detec-
tor to approximate the spatial distribution of the
K,"s. The K,' vector momenta peaked about the
forward direction with a standard deviation of
3.4+0.3 milliradians. The mass distribution of
these events was fitted to a Gaussian with an av-
erage mass 498.1+0.4 MeV and standard devia-
tion of 3.6+ 0.2 MeV. The mean momentum of
the K,o decays was found to be 1100 MeV/c. At
this momentum the beam region sensed by the
detector was 300 K,' decay lengths from the tar-
get.
For the K,' decays in He gas, the experimental

distribution in m is shown in Fig. 2(a). It is
compared in the figure with the results of a
Monte Carlo calculation which takes into account
the nature of the interaction and the form factors
involved in the decay, coupled with the detection
efficiency of the apparatus. The computed curve
shown in Fig. 2(a) is for a vector interaction,
form-factor ratio f /f+= 0.5, and relative abun-
dance 0.47, 0.37, and 0.16 for the Ke3, K&3, and
Eg3 respectively. The scalar interaction has
been computed as well as the vector interaction
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FIG. 2. (a) Experimental distribution in rn~ com-
pared with Monte Carlo calculation. The calculated
distribution is normalized to the total number of ob-
served events. (b) Angular distribution of those events
in the range 490 &m*&510 MeV. The calculated curve
is normalized to the number of events in the complete
sample.

with a form-factor ratio f /f+ =-6.6. The data
are not sensitive to the choice of form factors
but do discriminate against the scalar interac-
tion.
Figure 2(b) shows the distribution in cos8 for

those events which fall in the mass range from
490 to 510 MeV together with the corresponding
result from the Monte Carlo calculation. Those
events within a restricted angular range (cos8
&0.9995) were remeasured on a somewhat more
precise measuring machine and recomputed using
an independent computer program. The results of
these two analyses are the same within the re-
spective resolutions. Figure 3 shows the re-

0
0.9996 0.9997 0.9998 0.9999 I.OOOO

cos 8
FIG. 3. Angular distribution in three mass ranges

for events with cos0 & 0.9995.

suits from the more accurate measuring machine.
The angular distribution from three mass ranges
are shown; one above, one below, and one encom-
passing the mass of the neutral K meson.
The average of the distribution of masses of

those events in Fig. 3 with cos8 &0.99999 is
found to be 499.1 + 0.8 MeV. A corresponding
calculation has been made for the tungsten data
resulting in a mean mass of 498.1 + 0.4. The dif-
ference is 1.0+0.9 MeV. Alternately we may
take the mass of the E' to be known and compute
the mass of the secondaries for two-body decay.
Again restricting our attention to those events
with cos0&0.99999 and assuming one of the sec-
ondaries to be a pion, the mass of the other par-
ticle is determined to be 137.4+ 1.8. Fitted to a
Gaussian shape the forward peak in Fig. 3 has a
standard deviation of 4.0 + 0.7 milliradians to be
compared with 3.4+ 0.3 milliradians for the tung-
sten. The events from the He gas appear identi-
cal with those from the coherent regeneration in
tungsten in both mass and angular spread.
The relative efficiency for detection of the

three-body E, decays compared to that for decay
to two pions is 0.23. %e obtain 45+ 9 events in
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Eigenstates (cont’d)

But linear combinations

|K 0
1,2〉 = 1

√

2

(

|K 0〉± |K̄ 0〉
)

are ĈP̂-eigenstates.

|K 0
1 〉 is even, |K 0

2 〉 is odd: ĈP̂|K 0
1,2〉 = ±|K 0

1,2〉

Which are the physically observable states, the “true” neutral kaons?
Answer depends on the interaction.

The kaon being produced in strong interactions is either |K 0〉 or
K̄ 0〉, the flavour eigenstate.
The kaon decaying in weak interactions is |K 0

1,2〉, the

ĈP̂-eigenstate.
The two different kaons typically decay like (remember: P̂ is multiplicative)

K 0
1 → 2π τ = 0.9 · 10−10 s

K 0
2 → 3π τ = 5.2 · 10−8 s.

The lifetime differences are due to the phase space.

F. Krauss IPPP

Introduction to particle physics Lecture 5

Parity violation Fermi’s theory Two neutrino’s CP-violation

ĈP̂-violation
In 1964 Christenson, Cronin, Fitch and Turlay tried to check
whether ĈP̂ is exactly conserved.

Setup: Pair-produce two neutral kaons and select a beam of K 0
2 .

Check that it never decays into two pions.

Result: Out of about 23000 decays, 50 produced pion pairs,
exceeding any background rate that could reasonably be expected.

Conclusion: ĈP̂ is slightly violated.
→ K 0

1,2 are not quite the particles seen by weak interaction.
Instead it is the short- and long-lived kaons

K 0
S = K 0

1 − εK 0
2 and K 0

L = K 0
2 + εK 0

1 ,

respectively, with ε ≈ 2 · 10−3 parametrising ĈP̂-violation.
→ There are observable consequences, like, e.g. different rates in

K 0
2 → π

− + e+ + νe and K 0
2 → π

+ + e− + ν̄e .
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CP.Violation in the Renormalizahle Theory
of Weak Interaction

Makoto KOBAYASHI and Toshihide MASKAWA

Department of Physics, Kyoto University, Kyoto

(Received September 1, 1972)

In a framework of the renormalizable theory of weak interaction, problems of CP-violation
are studied. It is concluded that no realistic models of CP-violation exist in the quartet
scheme without introducing any other new fields. Some possible models of CP-violation are
also discussed.

When we apply the renormalizable theory of weak interaction!) to the hadron
system, we have some limitations on the hadron model. It is well known that
there exists, in the case of the triplet model, a difficulty of the strangeness chang-
ing neutral current and that the quartet model is free from this difficulty. Fur-
thermore, Maki and one of the present authors (T.M.) have shown2) that, in the
latter case, the strong interaction must be chiral SU (4) X SU (4) invariant as
precisely as the conservation of the third component of the iso-spin I a• In addi-
tion to these arguments, for the theory to be realistic, CP-violating interactions
should be incorporated in a gauge invariant way. This requirement will impose
further limitations on the hadron model and the CP-violating interaction itself.
The purpose of the present paper is to investigate this problem. In the following,
it will be shown that in the case of the above-mentioned quartet model, we cannot
make a CP-violating interaction without introducing any other new fields when
we require the following conditions: a) The mass of the fourth member of the
quartet, which we will call (, is sufficiently large, b) the model should be con-
sistent with our well-established knowledge of the semi-leptonic processes. After
that some possible ways of bringing CP-violation into the theory will be discussed.

We consider the quartet model with a charge assignment of Q, Q -1, Q-1
and Q for p, n, A and (, respectively, and we take the same underlying gauge
group SUweak (2) XSU(l) and the scalar doublet field cp as those of Weinberg's
original model.!) Then, hadronic parts of the Lagrangian can be devided in the
following way:

'£had = eLkin+ .£mass+ .Lstrong+ '£',
where .J:kin is the gauge-invariant kinetic part of the quartet field, q, so that it
contains interactions with the gauge fields. .Lmass is a generalized mass term of
q, which includes Yukawa couplings to cp since they contribute to the mass of q
through the spontaneous breaking of gauge symmetry. '£strong is a strong-inter-
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iv) Case (A, A)
In a similar way, we can show that no CP-violation occurs In this case as

far as J:' == O. Furthermore this model would reduce to an exactly U (4) sym-
metric one.

Summarizing the above results, we have no realistic models in the quartet
scheme as far as J:I == O. Now we consider some examples of CP-violation through
J:I. Hereafter we will consider only the case of (A, C) . The first one is to
introduce another scalar doublet field ¢. Then, we may consider an interaction
with this new field

l-rJ:I == q</JC-_5 q +h.c. ,
2

(11)

c:u

o

o

o

C12 0 )o d 12

C22 0 '
o d 22

where Cil and do are arbitrary complex numbers. Since we have already made
use of the gauge transformation to get rid of the CP-odd part from the quartet
mass term, there remains no such arbitrariness. Furthermore, we note that an
arbitrariness of the phase of ¢ cannot absorb all the phases of Cil and dil. So,
this interaction can cause a CP-violation.

Another one is a possibility associated with the strong interaction. Let us
consider a scalar (pseudoscalar) field S which mediates the strong interaction.
For the interaction to be renormalizable and SUweak (2) invariant, it must belong
to a (4, 4*) + (4*, 4) representation of chiral SU (4) X SU (4) and interact with
q through scalar and pseudoscalar couplings. It also interacts with cp and possible
renormalizable forms are given as follows:

with

tr{GoS+qJ} +h.c.,

tr{G1S+cpG2CP+S} +h.c.,

tr{G/S+qJG 2'S+cp} +h.c., (12)

where G i IS a 4 X 4 complex matrix and we have used a 4 X 4 matrix represen-
tation for S. It is easy to see that these interaction terms can violate CP-con-
servation.

理论上：
1. SU(3)破缺, Cabibbo angle,
描述奇异强子弱相互作用
2.引入新的标量场/规范场，夸克模型扩展到6夸克，解释CP破缺
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FIG. 2. Number of hf ! 21 candidates [J!cK0
S , c"2S#K0

S ,
and xc1K

0
S ] in the signal region (a) with a B0 tag NB0 and (b)

with a B0 tag NB
0 , and (c) the asymmetry "NB0 2 NB

0#!"NB0 1
NB

0#, as functions of Dt. The solid curves represent the result
of the combined fit to all selected CP events; the shaded re-
gions represent the background contributions. (d)–(f ) The cor-
responding information for the hf ! 11 mode "J!cK0

L#. The
likelihood is normalized to the total number of B0 and B0 tags.
The value of sin2b is independent of the individual normaliza-
tions and therefore of the difference between the number of B0

and B
0 tags.

attribute a total contribution in quadrature of 0.02 to the
error on sin2b due to the combined statistical uncertainties
in mistag fractions, Dt resolution, and background parame-
ters. The dominant sources of systematic error are the
parametrization of the Dt resolution function (0.03), due
in part to residual uncertainties in SVT alignment, possible
differences in the mistag fractions between the BCP and
Bflav samples (0.03), and uncertainties in the level,
composition, and CP asymmetry of the background in the
selected CP events (0.02). The systematic errors from
uncertainties in DmB0 and tB0 and from the parametriza-
tion of the background in the Bflav sample are small; an
increase of 0.02h̄ ps21 in the value for DmB0 decreases
sin2b by 0.015.

The large sample of reconstructed events allows a num-
ber of consistency checks, including separation of the data

by decay mode, tagging category, and Btag flavor. The
results of fits to these subsamples are shown in Table I.
The consistency between the six CP modes is satisfac-
tory, the probability of finding a worse agreement being
8%. The observed asymmetry in the number of B0 (160)
and B0 (113) tags in the J!cK0

L sample has no impact
on the sin2b measurement. Table I also shows results of
fits to the samples of non-CP decay modes, where no sta-
tistically significant asymmetry is found. Performing the
current analysis on the previously published data sample
and decay modes yields a value of sin2b ! 0.32 6 0.18,
consistent with the published value [4]. For only these de-
cay modes, the year 2001 data yield sin2b ! 0.83 6 0.23,
consistent with the 1999–2000 results at the 1.8s level;
for the J!cK0

S "K0
S ! p1p2# channel the consistency is

at the 1.4s level.
If jlj is allowed to float in the fit to the hf ! 21

sample, which has high purity and requires minimal as-
sumptions on the effect of backgrounds, the value obtained
is jlj ! 0.93 6 0.09"stat# 6 0.03"syst#. The sources of
the systematic error in this measurement are the same as
in the sin2b analysis. In this fit, the coefficient of the
sin"DmB0Dt# term in Eq. (1) is measured to be sin2b !
0.56 6 0.4"stat#, in agreement with Table I.

The measurement of sin2b ! 0.59 6 0.14"stat# 6
0.05"syst# reported here establishes CP violation in the B0

meson system at the 4.1s level. This significance is com-
puted from the sum in quadrature of the statistical and ad-
ditive systematic errors. The probability of obtaining this
value or higher in the absence of CP violation is less than
3 3 1025. The corresponding probability for the hf !
21 modes alone is 2 3 1024. This direct measurement is
consistent with the range implied by measurements and
theoretical estimates of the magnitudes of CKM matrix
elements [12].
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We present an updated measurement of time-dependent CP-violating asymmetries in neutral B decays
with the BABAR detector at the PEP-II asymmetric B Factory at SLAC. This result uses an additional
sample of Y!4S" decays collected in 2001, bringing the data available to 32 3 106 BB pairs. We select
events in which one neutral B meson is fully reconstructed in a final state containing charmonium and
the flavor of the other neutral B meson is determined from its decay products. The amplitude of the
CP-violating asymmetry, which in the standard model is proportional to sin2b, is derived from the decay
time distributions in such events. The result sin2b ! 0.59 6 0.14!stat" 6 0.05!syst" establishes CP
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We present a measurement of the standard model CP violation parameter sin2f1 based on a 29.1 fb21

data sample collected at the Y!4S" resonance with the Belle detector at the KEKB asymmetric-energy
e1e2 collider. One neutral B meson is fully reconstructed as a J#cKS , c!2S"KS , xc1KS , hcKS , J#cKL,
or J#cK!0 decay and the flavor of the accompanying B meson is identified from its decay products.
From the asymmetry in the distribution of the time intervals between the two B meson decay points, we
determine sin2f1 ! 0.99 6 0.14!stat" 6 0.06!syst". We conclude that we have observed CP violation
in the neutral B meson system.

DOI: 10.1103/PhysRevLett.87.091802 PACS numbers: 13.25.Hw, 11.30.Er, 12.15.Hh

Kobayashi and Maskawa (KM) proposed, in 1973, a
model where CP violation is incorporated as an irreducible
complex phase in the weak-interaction quark mixing ma-
trix [1]. The idea, which was presented at a time when only
the u, d, and s quarks were known to exist, was remark-
able because it required the existence of six quarks. The
subsequent discoveries of the c, b, and t quarks, and the
compatibility of the model with the CP violation observed
in the neutral K meson system led to the incorporation of
the KM mechanism into the standard model, even though
it had not been conclusively tested experimentally.

In 1981, Sanda, Bigi, and Carter [2] pointed out that the
KM model predicted large CP violation in certain decays
of B mesons for a range of quark mixing parameters. Sub-
sequent measurements of the B meson lifetime [3] and the
discovery of B0B0 mixing [4] indicated that the parame-
ters lie within such a range. Thus, measurements of CP
violation in B meson decays provide important tests of the
KM model.

The model predicts a CP violating asymmetry in the
time-dependent rates for initial B0 and B0 decays to a
common CP eigenstate, fCP [2]. In the case where fCP !
!cc"K0, the asymmetry is given by

A!t" $
G!B0 ! fCP" 2 G!B0 ! fCP"
G!B0 ! fCP" 1 G!B0 ! fCP"

! 2jf sin2f1 sinDmdt ,

where G%B0!B0" ! fCP& is the decay rate for B0!B0" to
fCP at a proper time t after production, jf is the CP
eigenvalue of fCP , Dmd is the mass difference between the
two B0 mass eigenstates, and f1 is one of the three inter-
nal angles of the unitarity triangle, defined as f1 $ p 2

arg! 2V !
tbVtd

2V !
cbVcd

" [5]. For the !cc"K0 decays, both the ambi-
guity due to strong interactions and the contribution from
direct CP violation are expected to be small [5].

Our previous determination, using a data sample taken
in 1999–2000, found sin2f1 ! 0.5810.32
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20.10!syst"
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FIG. 4. (a) The asymmetry obtained from separate fits to
each Dt bin for the full data sample; the curve is the result
of the global fit. The corresponding plots for the (b) !cc"KS
!jf ! 21", (c) J#cKL !jf ! 11", and (d) B0 control samples
are also shown. The curves are the results of the fit applied
separately to the individual data samples.

fits applied separately to the two samples; the resultant
sin2f1 values are 0.84 6 0.17!stat" and 1.31 6 0.23!stat",
respectively.

The systematic error is dominated by uncertainties due
to effects of the tails of the vertex distributions, which con-
tribute 0.04. Other significant contributions come from
uncertainties (a) in wl !0.03"; (b) in the resolution func-
tion parameters !0.02"; and (c) in the J#cKL background
fraction !0.02". The errors introduced by uncertainties in
Dmd and tB0 are 0.01 or less.

We performed a number of checks on the measurement.
Table III lists the results obtained by applying the same
analysis to various subsamples. All values are statistically
consistent with each other. The result is unchanged if
we use the wl’s determined separately for ftag ! B0 and
B0. Fitting to the non-CP eigenstate self-tagged modes
B0 ! D!!"2p1, D!2r1, J#cK!0!K1p2", and D!2!1n,
where no asymmetry is expected, yields 0.05 6 0.04. The
asymmetry distribution for this control sample is shown in
Fig. 4(d). As a further check, we used three independent

TABLE III. The values of sin2f1 for various subsamples (sta-
tistical errors only).

Sample sin2f1

ftag ! B0!q ! 11" 0.84 6 0.21
ftag ! B 0!q ! 21" 1.11 6 0.17

J#cKS!p1p2" 0.81 6 0.20
!cc"KS except J#cKS!p1p2" 1.00 6 0.40
J#cKL 1.31 6 0.23
J#cK!0!KSp0" 0.85 6 1.45

All 0.99 6 0.14

CP fitting programs and two different algorithms for the
ftag vertexing and found no discrepancy.

We conclude that there is large CP violation in the neu-
tral B meson system. A zero value for sin2f1 is ruled out
at a level greater than 6s. Our result is consistent with the
higher range of values allowed by the constraints of the
KM model as well as with our previous measurement.
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B meson system.
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We present a measurement of the standard model CP violation parameter sin2f1 based on a 29.1 fb21

data sample collected at the Y!4S" resonance with the Belle detector at the KEKB asymmetric-energy
e1e2 collider. One neutral B meson is fully reconstructed as a J#cKS , c!2S"KS , xc1KS , hcKS , J#cKL,
or J#cK!0 decay and the flavor of the accompanying B meson is identified from its decay products.
From the asymmetry in the distribution of the time intervals between the two B meson decay points, we
determine sin2f1 ! 0.99 6 0.14!stat" 6 0.06!syst". We conclude that we have observed CP violation
in the neutral B meson system.

DOI: 10.1103/PhysRevLett.87.091802 PACS numbers: 13.25.Hw, 11.30.Er, 12.15.Hh

Kobayashi and Maskawa (KM) proposed, in 1973, a
model where CP violation is incorporated as an irreducible
complex phase in the weak-interaction quark mixing ma-
trix [1]. The idea, which was presented at a time when only
the u, d, and s quarks were known to exist, was remark-
able because it required the existence of six quarks. The
subsequent discoveries of the c, b, and t quarks, and the
compatibility of the model with the CP violation observed
in the neutral K meson system led to the incorporation of
the KM mechanism into the standard model, even though
it had not been conclusively tested experimentally.

In 1981, Sanda, Bigi, and Carter [2] pointed out that the
KM model predicted large CP violation in certain decays
of B mesons for a range of quark mixing parameters. Sub-
sequent measurements of the B meson lifetime [3] and the
discovery of B0B0 mixing [4] indicated that the parame-
ters lie within such a range. Thus, measurements of CP
violation in B meson decays provide important tests of the
KM model.

The model predicts a CP violating asymmetry in the
time-dependent rates for initial B0 and B0 decays to a
common CP eigenstate, fCP [2]. In the case where fCP !
!cc"K0, the asymmetry is given by

A!t" $
G!B0 ! fCP" 2 G!B0 ! fCP"
G!B0 ! fCP" 1 G!B0 ! fCP"

! 2jf sin2f1 sinDmdt ,

where G%B0!B0" ! fCP& is the decay rate for B0!B0" to
fCP at a proper time t after production, jf is the CP
eigenvalue of fCP , Dmd is the mass difference between the
two B0 mass eigenstates, and f1 is one of the three inter-
nal angles of the unitarity triangle, defined as f1 $ p 2

arg! 2V !
tbVtd

2V !
cbVcd

" [5]. For the !cc"K0 decays, both the ambi-
guity due to strong interactions and the contribution from
direct CP violation are expected to be small [5].

Our previous determination, using a data sample taken
in 1999–2000, found sin2f1 ! 0.5810.32

20.34!stat"10.09
20.10!syst"
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is estimated to be 0.3 × 10−4. A systematic uncertainty
associated to the presence of background components
peaking in mðD0πÞ and not in mðD0Þ is determined by
fits to the mðD0Þ distributions [60], where these compo-
nents are modeled using fast simulation [64]. The main
sources are the D0 → K−πþπ0 decay for the KþK− final
state, and the D0 → π−μþνμ and D0 → π−eþνe decays for
the πþπ− final state. Yields and raw asymmetries of the
peaking-background components measured from the fits
are then used as inputs to pseudoexperiments designed to
evaluate the corresponding effects on the determination of
ΔACP. A value of 0.5 × 10−4 is assigned as a systematic
uncertainty.
In the case of μ-tagged decays, the fractions of recon-

structed B̄ decays can be slightly different between the
K−Kþ and π−πþ decay modes, which could lead to a
small bias in ΔACP. Using the LHCb measurements of
the b-hadron production asymmetries [50], the systematic
uncertainty on ΔACP is estimated to be 1 × 10−4. The
combination of a difference in the B reconstruction
efficiency as a function of the decay time between the
D0 → K−Kþ and D0 → π−πþ modes and the presence of
neutral B-meson oscillations may also cause an imperfect
cancellation of APðBÞ in ΔACP. The associated systematic
uncertainty is estimated to be 2 × 10−4.
All individual contributions are summed in quadrature to

give total systematic uncertainties on ΔACP of 0.9 × 10−4

and 5 × 10−4 for the π-tagged and μ-tagged samples,
respectively. A summary of all systematic uncertainties
is reported in Table I. Other possible systematic uncertain-
ties are investigated and found to be negligible.
Numerous additional robustness checks are carried out

[60]. The measured value of ΔACP is studied as a function
of several variables, notably including the azimuthal angle,
χ2IP, transverse momentum, and pseudorapidity of π-tagged
and μ-tagged D0 mesons as well as of the tagging pions or
muons; the χ2 of theD$þ and B vertex fits; the track quality
of the tagging pion; and the charged-particle multiplicity in
the event. Furthermore, the total sample is split into
subsamples taken in different run periods within the years

of data taking, also distinguishing different magnet polar-
ities. No evidence for unexpected dependences of ΔACP is
found in any of these tests. A check using more stringent
PID requirements is performed, and all variations of ΔACP
are found to be compatible within statistical uncertainties.
An additional check concerns the measurement of ΔAbkg,
that is the difference of the background raw asymmetries in
K−Kþ and π−πþ final states. As the prompt background
is mainly composed of genuine D0 candidates paired
with unrelated pions originating from the PV, ΔAbkg is
expected to be compatible with zero. A value of ΔAbkg ¼
ð−2& 4Þ × 10−4 is obtained.
The difference of time-integrated CP asymmetries of

D0 → K−Kþ and D0 → π−πþ decays is measured using
13 TeV pp collision data collected with the LHCb detector
and corresponding to an integrated luminosity of 5.9 fb−1.
The results are

ΔAπ−tagged
CP ¼ ½−18.2& 3.2ðstatÞ & 0.9ðsystÞ( × 10−4;

ΔAμ−tagged
CP ¼ ½−9& 8ðstatÞ & 5ðsystÞ( × 10−4:

Both measurements are in good agreement with world
averages [65] and previous LHCb results [42,43].
By making a full combination with previous LHCb

measurements [42,43], the following value of ΔACP is
obtained

ΔACP ¼ ð−15.4& 2.9Þ × 10−4;

where the uncertainty includes statistical and systematic
contributions. The significance of the deviation from zero
corresponds to 5.3 standard deviations. This is the first
observation of CP violation in the decay of charm hadrons.
The interpretation of ΔACP in terms of direct CP

violation and AΓ requires knowledge of the difference
of reconstructed mean decay times for D0 → K−Kþ and
D0 → π−πþ decays normalized to the D0 lifetime, as
shown in Eq. (3). The values corresponding to the present
measurements are Δhtiπ−tagged=τðD0Þ ¼ 0.135& 0.002
and Δhtiμ−tagged=τðD0Þ ¼ −0.003& 0.001, whereas that
corresponding to the full combination is Δhti=τðD0Þ ¼
0.115& 0.002. The uncertainties include statistical and
systematic contributions, and the world average of the D0

lifetime is used [66].
By using in addition the LHCb average AΓ ¼

ð−2.8& 2.8Þ × 10−4 [46,47], from Eq. (3), it is possible
to derive

ΔadirCP ¼ ð−15.7& 2.9Þ × 10−4;

which shows that, as expected, ΔACP is primarily sensitive
to direct CP violation. The overall improvement in pre-
cision brought by the present analysis to the knowledge of
ΔadirCP is apparent when comparing with the value obtained

TABLE I. Systematic uncertainties onΔACP for π- and μ-tagged
decays (in 10−4). The total uncertainties are obtained as the sums
in quadrature of the individual contributions.

Source π tagged μ tagged

Fit model 0.6 2
Mistag ) ) ) 4
Weighting 0.2 1
Secondary decays 0.3 ) ) )
Peaking background 0.5 ) ) )
B fractions ) ) ) 1
B reco. efficiency ) ) ) 2
Total 0.9 5
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LHCb Col. PRL 122 (2019) 211803 “Observation of CP violation in charm decays”

“The size of CP violation in the SM appears to be too small to account for the observed matter-antimatter
asymmetry, suggesting the existence of sources of CP violation beyond the SM.”

Gaussian functions are distinct for positive and negative
tags, whereas widths and fractions are shared. The param-
eters of the Johnson SU function, which accounts for the
slight asymmetric shape of the signal distribution due to
the proximity of the mðD0Þ þmðπþÞ threshold, are also
shared. The combinatorial background is described by
an empirical function of the form ½mðD0πþÞ −mðD0Þ−
mðπþÞ%αeβmðD0πþÞ, where α and β are two free parameters
which are shared among positive and negative tags. In the
analysis of the μ-tagged sample, the fits are performed to
themðD0Þ distributions. The signal is described by the sum
of two Gaussian functions convolved with a truncated
power-law function that accounts for final-state photon
radiation effects, whereas the combinatorial background is
described by an exponential function. A small contribution
fromD0 → K−πþ decays with a misidentified kaon or pion
is also visible, which is modeled as the tail of a Gaussian
function. Separate fits are performed to subsamples of data
collected with different magnet polarities and in different
years. All partial ΔACP values corresponding to each
subsample are found to be in good agreement and then
averaged to obtain the final results. If single fits are
performed to the overall π-tagged and μ-tagged samples,
small differences of the order of a few 10−5 are found. The
mðD0πþÞ and mðD0Þ distributions corresponding to the
entire samples are displayed in Fig. 1 (see also Ref. [60] for
the corresponding asymmetries as a function of mass). The
π-tagged (μ-tagged) signal yields are approximately 44
(9) million D0 → K−Kþ decays and 14 (3) million D0 →
π−πþ decays. In the case of π-tagged decays, the fits to the

mðD0πþÞ distributions do not distinguish between back-
ground that produces peaks in mðD0πþÞ, which can arise
from D&þ decays where the correct tagging pion is found
but the D0 meson is misreconstructed, and signal. The
effect on ΔACP of residual peaking backgrounds, sup-
pressed by selection requirements to less than 1% of the
number of signal candidates, is evaluated as a systematic
uncertainty.
Studies of systematic uncertainties on ΔACP are carried

out independently for the π-tagged and μ-tagged samples.
Several sources affecting the measurement are considered.
In the case of π-tagged decays, the dominant systematic
uncertainty is related to the knowledge of the signal and
background mass models. It is evaluated by generating
pseudoexperiments according to the baseline fit model,
then fitting alternative models to those data. A value of
0.6 × 10−4 is assigned as a systematic uncertainty, corre-
sponding to the largest variation observed using the
alternative functions. Possible differences between D0πþ

and D̄0π− invariant-mass shapes are investigated by study-
ing a sample of 232 million D&þ → D̄0ðK−πþÞπþ and
D&− → D̄0ðKþπ−Þπ− decays. The effect on ΔACP is esti-
mated to be on the order of 10−5 at most, hence, negligible.
A similar study with pseudoexperiments is also performed
with the μ-tagged sample and a value of 2 × 10−4 is found.
In the case of μ-tagged decays, the main systematic

uncertainty is due to the possibility that the D0 flavor is not
tagged correctly by the muon charge because of misrecon-
struction. The probability of wrongly assigning the D0

flavor (mistag) is studied with a large sample of μ-tagged
D0 → K−πþ decays by comparing the charges of kaon
and muon candidates. Mistag rates are found to be at the
percent level and compatible for positively and negatively
tagged decays. The corresponding systematic uncertainty is
estimated to be 4 × 10−4, also taking into account the fact
that wrongly tagged decays include a fraction of doubly
Cabibbo-suppressed D0 → Kþπ− and mixed D0 → D̄0 →
Kþπ− decays, calculated to be 0.39% with negligible
uncertainty for both the Kþ π− and K− πþ final states
using input from Ref. [63].
Systematic uncertainties of 0.2 × 10−4 and 1 × 10−4

accounting for the knowledge of the weights used in the
kinematic weighting procedure are assessed for π-tagged
and μ-tagged decays, respectively. Although suppressed by
the requirement that theD0 trajectory points back to the PV,
a fraction ofD0 mesons from B decays is still present in the
final π-tagged sample. As D0 → K−Kþ and D0 → π−πþ

decays may have different levels of contamination, the
value of ΔACP may be biased because of an incomplete
cancellation of the production asymmetries of b hadrons.
The fractions ofD0 mesons from B decays are estimated by
performing a fit to the distribution of the D0-candidate
impact parameter in the plane transverse to the beam
direction [60]. The corresponding systematic uncertainty
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FIG. 1. Mass distributions of selected (top) π'-tagged and
(bottom) μ'-tagged candidates for (left) K−Kþ and (right) π−πþ

final states of the D0-meson decays, with fit projections overlaid.
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最新实验测量精度：13 TeV质子对撞，5.9 fb-1
(5.9 fb-1 = 5.9*1015*1024cm-2)

合并2014，2016和2019年实验数据，得到
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Observation of CP Violation in Charm Decays

R. Aaij et al.*

(LHCb Collaboration)

(Received 21 March 2019; revised manuscript received 2 May 2019; published 29 May 2019)

A search for charge-parity (CP) violation in D0 → K−Kþ and D0 → π−πþ decays is reported, using pp
collision data corresponding to an integrated luminosity of 5.9 fb−1 collected at a center-of-mass energy
of 13 TeV with the LHCb detector. The flavor of the charm meson is inferred from the charge of the pion
in D"ð2010Þþ → D0πþ decays or from the charge of the muon in B̄ → D0μ−ν̄μX decays. The difference
between the CP asymmetries in D0 → K−Kþ and D0 → π−πþ decays is measured to be ΔACP ¼
½−18.2' 3.2ðstatÞ ' 0.9ðsystÞ( × 10−4 for π-tagged and ΔACP ¼ ½−9' 8ðstatÞ ' 5ðsystÞ( × 10−4 for μ-
tagged D0 mesons. Combining these with previous LHCb results leads to ΔACP ¼ ð−15.4' 2.9Þ × 10−4,
where the uncertainty includes both statistical and systematic contributions. The measured value differs
from zero by more than 5 standard deviations. This is the first observation of CP violation in the decay of
charm hadrons.

DOI: 10.1103/PhysRevLett.122.211803

The noninvariance of fundamental interactions under the
combined action of charge conjugation (C) and parity (P)
transformations, so-called CP violation, is a necessary
condition for the dynamical generation of the baryon
asymmetry of the universe [1]. The standard model
(SM) of particle physics includes CP violation through
an irreducible complex phase in the Cabibbo-Kobayashi-
Maskawa (CKM) quark-mixing matrix [2,3]. The realiza-
tion of CP violation in weak interactions has been
established in the K- and B-meson systems by several
experiments [4–12], and all results are well interpreted
within the CKM formalism. However, the size of CP
violation in the SM appears to be too small to account for
the observed matter-antimatter asymmetry [13–15], sug-
gesting the existence of sources of CP violation beyond
the SM.
The observation of CP violation in the charm sector

has not been achieved yet, despite decades of exper-
imental searches. Charm hadrons provide a unique
opportunity to measure CP violation with particles
containing only up-type quarks. The size of CP violation
in charm decays is expected to be tiny in the SM, with
asymmetries typically of the order of 10−4 − 10−3, but
due to the presence of low-energy strong-interaction
effects, theoretical predictions are difficult to compute
reliably [16–34]. Motivated by the fact that contributions

of beyond-the-SM virtual particles may alter the size of
CP violation with respect to the SM expectation, a
number of theoretical analyses have been performed
[19,27,32,35].
Unprecedented experimental precision can be reached

at LHCb in the measurement of CP-violating asymmetries
in D0 → K−Kþ and D0 → π−πþ decays. The inclusion of
charge-conjugate decay modes is implied throughout
except in asymmetry definitions. Searches for CP violation
in these decay modes have been performed by the BABAR
[36], Belle [37], CDF [38,39], and LHCb [40–44]
Collaborations. The corresponding CP asymmetries have
been found to be consistent with zero within a precision of a
few per mille.
This Letter presents a measurement of the difference

of the time-integrated CP asymmetries inD0 → K−Kþ and
D0 → π−πþ decays, performed using pp collision data
collected with the LHCb detector at a center-of-mass
energy of 13 TeV, and corresponding to an integrated
luminosity of 5.9 fb−1.
The time-dependent CP asymmetry, ACPðf; tÞ, between

states produced as D0 or D̄0 mesons decaying to a CP
eigenstate f at time t is defined as

ACPðf; tÞ≡ Γ(D0ðtÞ → fÞ − ΓðD̄0ðtÞ → f)
Γ(D0ðtÞ → fÞ þ ΓðD̄0ðtÞ → f)

; ð1Þ

where Γ denotes the time-dependent rate of a given decay.
For f ¼ K−Kþ or f ¼ π−πþ, ACPðf; tÞ can be expressed in
terms of a direct component associated withCP violation in
the decay amplitude and another component associated
with CP violation in D0-D̄0 mixing or in the interference
between mixing and decay.

*Full author list given at the end of the article.
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CPT验证仍是当前物理前沿
Kostelecky, the standard model extension (SME)

CPT and Lorentz tests in Penning traps
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A theoretical analysis is performed of Penning-trap experiments testing CPT and Lorentz symmetry through
measurements of anomalous magnetic moments and charge-to-mass ratios. Possible CPT and Lorentz viola-
tions arising from spontaneous symmetry breaking at a fundamental level are treated in the context of a general
extension of the SU~3!3SU~2!3U~1! standard model and its restriction to quantum electrodynamics. We
describe signals that might appear in principle, introduce suitable figures of merit, and estimate CPT and
Lorentz bounds attainable in present and future Penning-trap experiments. Experiments measuring anomaly
frequencies are found to provide the sharpest tests of CPT symmetry. Bounds are attainable of approximately
10220 in the electron-positron case and of 10223 for a suggested experiment with protons and antiprotons.
Searches for diurnal frequency variations in these experiments could also limit certain types of Lorentz
violation to the level of 10218 in the electron-positron system and others at the level of 10221 in the proton-
antiproton system. In contrast, measurements comparing cyclotron frequencies are sensitive within the present
theoretical framework to different kinds of Lorentz violation that preserve CPT . Constraints could be obtained
on one figure of merit in the electron-positron system at the level of 10216, on another in the proton-antiproton
system at 10224, and on a third at 10225 using comparisons of H2 ions with antiprotons.
@S0556-2821~98!04207-6#

PACS number~s!: 11.30.Er, 12.20.Fv, 14.20.Dh, 14.60.Cd

I. INTRODUCTION

Invariance under the combined discrete symmetry CPT is
a fundamental symmetry of the SU~3!3SU~2!3U~1! stan-
dard model and of quantum electrodynamics. The CPT theo-
rem @1# predicts that various quantities such as masses, life-
times, charge-to-mass ratios, and gyromagnetic ratios are
equal for particles and antiparticles. Typically, experimental
tests of CPT are comparative measurements of one or more
of these quantities for a particular particle and antiparticle
@2#.
Several high-precision tests of this type have been per-

formed in experiments confining single particles or antipar-
ticles in a Penning trap for indefinite times. A comparison of
the electron and positron gyromagnetic ratios can be ob-
tained from measurements of their cyclotron and anomaly
frequencies @3,4#, producing the bound

rg[u~g22g1!/gavu&2310212, ~1!

where g2 and g1 denote the electron and positron g factors,
respectively. Similarly, measurements of the proton and an-
tiproton cyclotron frequencies allow a comparison of their
charge-to-mass ratios @5#. The result can be presented as the
bound

rq/m
p [u@~qp /mp!2~qp̄ /mp̄!#/~q/m !avu&1.531029. ~2!

Analogous experiments performed with electrons and posi-
trons @6# yield the bound

rq/m
e [u@~qe2 /me2!2~qe1 /me1!#/~q/m !avu&1.331027.

~3!

It has recently been shown that the conventional figure of
merit rg of Eq. ~1! can provide a misleading measure of
CPT violation in g22 experiments @7#. In the context of a
general theoretical framework that describes possible CPT-
and Lorentz-violating effects in an extension of the
SU~3!3SU~2!3U~1! standard model and in quantum elec-
trodynamics @8#, the predicted value of rg is zero whether or
not CPT is violated. However, an alternative figure of merit
that is sensitive to CPT violation does exist, and it could be
bounded to 1 part in 1020 with existing technology @7#.
In the present work, we generalize this analysis to a larger

class of experiments on charged fermions confined within a
Penning trap, including comparative measurements of
anomaly and cyclotron frequencies in the electron-positron,
proton-antiproton, and H2-antiproton systems. Since the
dominant interactions are electromagnetic, we consider the
pure-fermion sector of a CPT- and Lorentz-violating exten-
sion of quantum electrodynamics @8# emerging as a limit of
the general standard-model extension. This broadens the
scope relative to that of Ref. @7#, since it also includes terms
breaking Lorentz symmetry but preserving CPT .
Our primary goal is to determine the sensitivity of the

Penning-trap experiments to possible CPT- and Lorentz-
violating effects in the extension of quantum electrodynam-
ics. We investigate the suitability of the conventional figures
of merit as measures of CPT violation. Where necessary,
more appropriate figures of merit and corresponding experi-
ments are suggested. Estimates are also made of the magni-
tude of bounds accessible to experiments with existing tech-
nology.
Section II introduces various topics necessary for the

analysis, including descriptions of the relevant CPT- and
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We have analyzed V̄1 and V2 events produced in the inclusive reaction p1Be!V1X and have measured
some properties of the V̄1 and V2 hyperons via the decay V!LK!ppK . The measured V̄1 lifetime was
tV̄5(0.82360.038)310210 s (x2/NDF51.52), and the measured decay parameter was aV̄50.017
60.077 (x2/NDF51.74). The corresponding values for the V2 were tV5(0.81760.022)
310210 s (x2/NDF51.17) and aV520.02860.047 (x2/NDF51.49). In addition, the measurement of the
normalized mass difference between the V̄1 and V2 yielded DMV /MV5(1.4467.98)31025. The measure-
ments were all in good agreement with CPT invariance. @S0556-2821~98!02417-5#

PACS number~s!: 14.20.Jn, 13.30.2a

I. INTRODUCTION

We have analyzed a sample of about 9000 V̄1 and V2

events which decayed via the chain V!LK!ppK . In this
paper, we describe the analysis of these data. We report life-
time and decay parameter measurements for both V̄1 and
V2 and a measurement of the normalized mass difference
between the V̄1 and V2 hyperons.
These results are the most precise measurements of the

properties of V̄1 at present. A comparison of the V̄1 and
V2 properties with the statistical significance comparable to
the previously best measured strange baryons, the L0 and
L̄0, is presented. Previous measurements of the V̄1 and V2

properties can be found in the literature @1#.

The V hyperon fits well into a SU~3! decuplet; so we
assume it is a spin-32 particle. It can have L51,2 for the
orbital angular momentum of the final states in the weak
decay V!LK , and the V!LK matrix element is expected
to be a function of the P and D waves. The V!LK decay
process can be partially characterized by the decay parameter

a52
Re~P!D !

~ uPu21uDu2!
. ~1!

A measurement of the decay parameter a allows us to deter-
mine the degree of mixing between the parity-conserving P
wave and the parity-changing D wave in the V!LK decay
process @2#. A dominant P wave, as predicted by theory @3#,
would indicate that the V!LK decay proceeds primarily
through the parity-conserving part of weak interactions and
leads to the prediction that aV.0. In addition, CP invari-
ance requires V̄1 and V2 to have opposite sign a’s (aV̄1

52aV2).
Comparison of the lifetime and mass of the V̄1 and V2

hyperons provides us with tests of CPT invariance, which
requires the particle and antiparticle to have the same life-
time and mass. Previous results from CERN and Fermilab
indicate no CPT-violating effect in K0 and K̄0 decays @4,5#.

II. EXPERIMENTAL SETUP

The experiment was performed in the Proton Center beam
line at Fermilab. An 800 GeV/c proton beam incident on a
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A measurement of the mass difference between top and anti-top quarks is presented. In a 4.7 fb−1 data
sample of proton–proton collisions at

√
s = 7 TeV recorded with the ATLAS detector at the LHC, events

consistent with tt̄ production and decay into a single charged lepton final state are reconstructed. For
each event, the mass difference between the top and anti-top quark candidate is calculated. A two b-tag
requirement is used in order to reduce the background contribution. A maximum likelihood fit to these
per-event mass differences yields "m ≡ mt − mt̄ = 0.67 ± 0.61 (stat) ± 0.41 (syst) GeV, consistent with
CPT invariance.

 2013 The Authors. Published by Elsevier B.V.

1. Introduction

The CPT symmetry1 required by a locally gauge-invariant quan-
tum field theory dictates that the masses of all particles and their
anti-particles be exactly equal. Any deviation from this would have
major implications for particle physics, implying a non-local field
theory [1]. Searches for CPT violation both in the B meson sec-
tor [2–5] and with K mesons [6–8] have not yielded any de-
viations from the Standard Model (SM). The top quark has the
unique property of decaying before hadronization, making it the
only quark for which a direct measurement of its mass is possi-
ble. The CDF Collaboration measured the mass difference between
top and anti-top quarks to be "m ≡ mt − mt̄ = 3.3 ± 1.4 ± 1.0 GeV
[9], approximately 2 standard deviations away from zero. The D0
Collaboration measured "m = 0.8 ± 1.8 ± 0.5 GeV [10], in agree-
ment with the SM value. The CMS Collaboration recently measured
"m = −0.44 ± 0.46 ± 0.27 GeV [11], also in agreement with the
SM value. The CDF and D0 analyses used both the top and anti-top
quarks within each event to measure "m. In the CMS measure-
ment, the masses of the top and anti-top quarks with hadronic W
boson decays are extracted from two separate samples, split using
the lepton charge, and subtracted from one another. In this Letter,
the ATLAS Collaboration presents a measurement of this mass dif-
ference. The top and anti-top quarks are each taken from the same
event, in which a tt̄ pair is produced and decays in the lepton+ jets
channel.

! E-mail address: atlas.publications@cern.ch.
1 CPT is the combination of three symmetries; Charge conjugation (C), Parity (P)

and Time reversal (T).

2. ATLAS detector

ATLAS [12] is a general-purpose particle physics detector with
cylindrical geometry covering nearly the entire solid angle around
the collision point. Cylindrical coordinates (r,φ) are used in the
transverse plane, where φ is the azimuthal angle around the beam
pipe. The pseudorapidity is defined as η ≡ − ln tan(θ/2), where θ

is the polar angle. The transverse mass (mT) of any two objects

is defined as mT ≡
√

2E1
T E2

T(1 − cos"φ), where ET is the object’s
transverse energy, defined in the plane transverse to the beam
axis.

The inner detector (ID) systems, located closest to the inter-
action region, are immersed in a 2 T axial magnetic field and
provide charged particle tracking in the range |η| < 2.47. The
ID systems consist of a high-granularity silicon pixel detector
and a silicon microstrip tracker, as well as a transition radiation
tracker. Located outside the solenoid, electromagnetic calorimetry
is provided by barrel and endcap lead/liquid-argon calorimeters,
and hadronic calorimetry by the steel/scintillating-tile sampling
calorimeters in the central region, and liquid-argon calorimeters in
the endcap/forward regions. Comprising separate trigger and high-
precision tracking chambers, the muon spectrometer measures the
deflection of muons in a magnetic field with a field integral from
2–8 T m, generated by one barrel and two endcap superconducting
air-core toroids. A three-level trigger system is used to select and
record interesting events. The level-1 hardware trigger uses a sub-
set of detector information to reduce the event rate resulting from
the peak LHC bunch crossing rate of 20 MHz in 2011 to a value of
at most 65 kHz. The level-1 trigger is followed by two software-
based trigger levels, level-2 and the event filter, which together
reduce the event rate to a few hundred Hz for permanent storage
and offline analysis.
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CPT violation in 
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Antinuclei mass. 
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CPT is still a hot topic of interest 

Aihong Tang                                                                 
HENPIC, Sept. 2016                    
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antimatter gravity. 
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antimatter magnetic 
moment etc. 
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antimatter gravity, 
charge, etc. 
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antimatter mass to 
charge ratio, hyperfine 
structure. 

BaBar (SLAC):  
CPT violation in B 
meson system. 

Belle (KEK):  
CPT violation in 
decays of B meson. 

• 往高精度、复杂系统发展 Chen, Keane, Ma, Tang and Xu, Phys. Rept. 760 (2018) 1

• 最新实验测量：Observation of the mass difference between neutral charm-meson eigenstates, LHCb Col.
arXiv:2106.03744

each subsample, as they are a↵ected by the sample-specific variation of the e�ciency over
the Dalitz plot [12]. To avoid experimenter’s bias, the values of xCP , yCP , �x, and �y
were not examined until the full procedure had been finalized. Figure 3 shows the yield
ratios with fit projections overlaid for each of the eight Dalitz-plot bins. Deviations from
constant values are due to mixing. The fit projection when xCP is fixed to zero is also
included and shows the inability of a nonzero yCP value to produce the deviations on
its own. Also shown are the di↵erences of ratios between D0 and D0 decays, where a
significant slope would indicate CP violation.

Systematic uncertainties are assessed from ensembles of pseudoexperiments. These
use the D0 ! K0

S⇡
+⇡� model of Ref. [20] to describe the amplitude at t = 0, and the

decay-time dependence is incorporated for a range of values of the mixing and CP violation
parameters. Di↵erent sources of systematic uncertainty are included, and the e↵ect on
the measured parameters evaluated. The dominant systematic uncertainty on the mixing
parameters comes from reconstruction and selection e↵ects, and amounts to 0.20⇥ 10�3

(0.76⇥ 10�3) for xCP (yCP ). This includes neglecting the decay-time and m2
± resolutions

and e�ciencies, as well as the correction to remove the e�ciency correlations. The most
important e↵ect for yCP is the approximation of the strong phase to be constant within
each bin in the procedure to remove correlations. Contamination from b-hadron decays
contributes 0.20⇥ 10�3 (0.15⇥ 10�3) to the xCP (yCP ) uncertainty. Potential mismodeling
in the signal yield fits contributes 0.36⇥ 10�3 to the yCP uncertainty. Time-dependent
detection asymmetries are mainly present in bins which give the best sensitivity to �y,
resulting in a systematic uncertainty of 0.12⇥ 10�3.

The consistency of the results is tested by repeating the analysis in subsets of the data,
divided according to magnet polarity, trigger and K0

S category, data-taking period, D⇤+

meson kinematics, and other categories. The largest variation occurs for the value of xCP

as a function of D⇤+ meson pseudorapidity, where the compatibility, considering statistical
uncertainties only, amounts to a p-value of 1.5%, depending on the details of the sample
split, whereas the overall p-value for all xCP observed variations has a p-value above 8%.
The observed variations of the observables xCP , yCP , �x and �y are all consistent with
statistical fluctuations.

The mixing and CP violation parameters are measured to be

xCP = ( 3.97± 0.46± 0.29)⇥ 10�3,

yCP = ( 4.59± 1.20± 0.85)⇥ 10�3,

�x = (�0.27± 0.18± 0.01)⇥ 10�3,

�y = ( 0.20± 0.36± 0.13)⇥ 10�3,

where the first uncertainty is statistical and the second systematic. The statistical
uncertainty contains a subleading component due to the limited precision of the external
measurements of the strong phases and control samples used for the detection asymmetry.
This amounts to approximately (0.23, 0.66, 0.04, and 0.08) ⇥ 10�3 for xCP , yCP , �x,
and �y, respectively. The measurements are statistically limited, though the systematic
uncertainty on yCP is comparable to the statistical uncertainty. The results are used
to form a likelihood function of x, y, |q/p|, and � using a likelihood-ratio ordering that
assumes the observed correlations to be independent of the true parameter values [21].

6

https://indico.cern.ch/event/1027299/attachments/2259913/3835528/2021-06-08-CERN-Seminar_both.pdf
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相对论重离⼦碰撞是检验CPT的新场所

色禁闭 解禁闭

高能重离子对撞

yields28. The systematic uncertainties consist of background (26% for
both ratios), feed-down from (anti-)hypertritons (18% for both 3He and
3He), knockouts from beam–material interactions (25% for the ratio
4He/3He only) and absorption (4% for the ratio 4He

!3He only).
Figure 4 shows the exponential3 invariant yields versus baryon number
in 200 GeV central Au1Au collisions. Empirically, the production rate
reduces by a factor of 1:6z1:0

{0:6 | 103 1:1z0:3
{0:2 | 103

" #
for each addi-

tional antinucleon (nucleon) added to the antinucleus (nucleus). This
general trend is expected from coalescent nucleosynthesis models8,
originally developed to describe production of antideuterons22, as well
as from thermodynamic models7.

In a microscopic picture, a light nucleus emerging from a relativistic
heavy-ion collision is produced during the last stage of the collision
process. The quantum wavefunctions of the constituent nucleons, if close
enough in momentum and coordinate space, will overlap to produce the
nucleus. The production rate for a nucleus with baryon number B is
proportional to the nucleon density in momentum and coordinate space,
raised to the power of jBj, and therefore exhibits exponential behaviour
as a function of B. Alternatively, in a thermodynamic model, a nucleus is
regarded as an object with energy E < jBjmN, where mN is the nucleon
mass, and the production rate is determined by the Boltzmann factor
exp(2E/T), where T is the temperature3,7. This model also produces an
exponential yield. A more rigorous calculation5 can provide a good fit to
the available particle yields, and predicts the ratios integrated over pT to
be 4He/3He 5 3.1 3 1023 and 4He

!3He~2:4 | 10{3, consistent with
our measurements. The considerations outlined above offer a good
estimate for the production rate of even heavier antinuclei. For example,
the yield of the stable antimatter nucleus next in line (B 5 26) is
predicted to be down by a factor of 2.6 3 106 compared to 4He and
is beyond the reach of current accelerator technology.

A potentially more copious production mechanism for heavier
antimatter is by the direct excitation of complex nuclear structures
from the vacuum29. A deviation from the usual rate reduction with
increasing mass would be an indication of a radically new production
mechanism7. On the other hand, going beyond nuclear physics, the
sensitivity of current and planned space-based charged particle detec-
tors is below what would be needed to observe antihelium produced by
nuclear interactions in the cosmos, and consequently, any observation
of antihelium or even heavier antinuclei in space would indicate the

existence of a large amount of antimatter elsewhere in the Universe. In
particular, finding 4He in the cosmos is one of the major motivations
for space detectors such as the Alpha Magnetic Spectrometer30. We
have shown that 4He exists, and have measured its rate of production
in nuclear interactions, providing a point of reference for possible
future observations in cosmic radiation. Barring one of those dramatic
discoveries mentioned above or a new breakthrough in accelerator
technology, it is likely that 4He will remain the heaviest stable
antimatter nucleus observed for the foreseeable future.
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Figure 4 | Differential invariant yields as a function of baryon number, B.
The differential invariant yields d2N/(2p pTdpTdy) were evaluated at pT/
| B | 5 0.875 GeV/c, in central 200 GeV Au1Au collisions, where N is counts per
event and y is rapidity. Yields for (anti)tritons (3H and 3H) lie close to the
positions for 3He and 3He, but are not included here because of poorer
identification of (anti)tritons. The lines represent fits with the exponential
formula / e2r | B | for positive (solid orange line) and negative (dashed blue line)
particles separately, where r is the production reduction factor. Analysis details
of yields other than 4He (4He) have been presented elsewhere4,28 and are plotted
here as open symbols. The plotted error bars show standard statistical errors
only. Systematic errors are smaller than the symbol size, and are not plotted.
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with the charged-particle multiplicity dNch/dh . This procedure has already been tested to work well for
the (anti-)hypertriton production [2]. In addition, d/p and 3He/p ratios are measured to be approximately
flat versus multiplicity within uncertainties[1]. Thus, for each centrality class, the number of analysed
events is multiplied by the corresponding measured charged-particle density dNch/dh [17]. If this is
added up and divided by the total number of measured events it leads to a weighting factor of 1034. To get
the final yield in the 0-10% centrality class the measured yield is multiplied with the dNch/dh for 0-10%
centrality (1447.5) and divided by the weighting factor, as dN/dy0�10% = dN/dymeasured ⇥1447.5/1034.

This leads to final values of dN/dy4He = (0.8±0.4 (stat)±0.3 (syst))⇥10�6 for 4He and dN/dy4He =
(1.1±0.4 (stat)±0.2 (syst))⇥10�6 for 4He. For the ratio 4He/4He we obtain 1.4±0.8(stat)±0.5(syst)
(”stat” and ”syst” indicate the statistical and the systematic uncertainty).

The measured yields in the 0-10% centrality interval are shown in Fig. 2 together with those of (anti-)protons,
(anti-)deuterons and (anti-)3He [1, 27] (details on the extrapolation to 0-10% centrality can be found
in [10]). The blue lines are exponential fits with the fit function KeBA resulting in B =�5.8±0.2, which
corresponds to a penalty factor (suppression factor of production yield for nuclei with one additional
baryon) of around 300. The same penalty factor is also obtained if the fit is done up to 3He only [1].
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Fig. 2: dN/dy for protons (A=1) up to 4He (A=4) and the corresponding anti-particles in central (0-10%) Pb–Pb
collisions at

p
sNN = 2.76 TeV. The blue lines are fits with an exponential function. Statistical uncertainties are

shown as lines, whereas the systematic uncertainties are represented by boxes.

The obtained penalty factor of around 300 for each additional nucleon is consistent with Tchem ⇡ 160
MeV in the equilibrium thermal models. The measured yields for 4He and 4He nuclei are consistent
with the predictions from the various (equilibrium) thermal models (THERMUS [34], GSI [5, 35] and
SHARE [36–38]) with Tchem = 156 MeV, as shown in Fig. 3 for complete statistical thermal model fits
using the available light flavour data measured by the ALICE Collaboration. The fits in Fig. 3 extend
the simple exponential model (Fig. 2) by incorporating degeneracy factors for all particles. If instead of
all listed particles only nuclei (deuterons, 3He and 4He and 4He) are considered for the fit, the resulting
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Figure 1 | Examples of squared mass-over-charge ratio distributions in selected rigidity intervals. Particle and anti-particle spectra for deuterons (left)
and 3He (right) are in the top and bottom plots, respectively. The fit function (red curve) also includes, for the (anti-)deuteron case, an exponential term to
describe the background. In the rigidity intervals shown here the background is about 4% for (anti-)deuterons, whereas it is 0.7% for 3He and 3He . The
error bars display the statistical uncertainty.

inverting the magnetic field. Any residual asymmetry is therefore
indicative of remaining systematic uncertainties related to the
detector conditions. To estimate them, and keep these e�ects under
control, both nuclei and anti-nuclei measurements are performed
for two opposite magnetic field configurations and then averaged.
Their half-di�erence is taken as the estimate of this systematic
uncertainty. Other sources of systematic uncertainties are evaluated
by varying energy loss corrections applied to the reconstructed
momentum, the range and the shape of the background function
assumed in the fit of the mass-squared distributions and the track
selection criteria. In particular, TPC dE/dx cuts are varied between
one and four standard deviations to probe the sensitivity of the fit
results on the residual background, and a tracking quality cut on the
distance of closest approach of the track to the vertex is varied to
evaluate the influence of secondary particles on the measurement.
The sources of systematic uncertainties are found to be fully
correlated among all the rigidity intervals, except for those due to the
fit procedure and the TPC selection criteria, where the uncertainties
are uncorrelated. For deuterons and anti-deuterons, the largest
relative systematic uncertainties on 1µ/µ come from the detector
alignment (⇠0.7⇥10�4), the TPC selection criteria (⇠0.7⇥10�4)
and the secondaries (⇠1.0⇥ 10�4). For 3He and 3He, they come
from the energy loss corrections (⇠0.7⇥ 10�3), the fit procedure
(⇠0.5⇥10�3) and the TPC selection criteria (⇠0.4⇥10�3).

The (anti-)deuteron and (anti-)3He masses are measured as the
peak position of the fitting curves of the mass-squared distribution.
The mass-over-charge ratio di�erences between the deuteron

and 3He and their respective anti-particle are then evaluated as
a function of the rigidity of the track, as shown in Fig. 2. The
measurements in the individual rigidity intervals are combined,
taking into account statistical and systematic uncertainties
(correlated and uncorrelated), and the final result is shown in
the same figure with one and two standard deviation uncertainty
bands. The measured mass-over-charge ratio di�erences are

1µdd̄ =(1.7±0.9(stat.)±2.6(syst.))⇥10�4 GeV/c2 (1)

1µ3He3He =(�1.7±1.2(stat.)±1.4(syst.))⇥10�3 GeV/c2 (2)

corresponding to

1µdd̄

µd
=(0.9±0.5(stat.)±1.4(syst.))⇥10�4

1µ3He3He

µ3He
=(�1.2±0.9(stat.)±1.0(syst.))⇥10�3

where µd and µ3He are the values recommended by CODATA
(ref. 25). The mass-over-charge di�erences are compatible with
zero within the estimated uncertainties, in agreement with CPT
invariance expectations.

Given that zd̄ =�zd and z3He =�z3He as for the proton and anti-
proton1,2, the mass-over-charge di�erences in equations (1) and (2)
and the measurement of the mass di�erences between proton and
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Figure 1 | Examples of squared mass-over-charge ratio distributions in selected rigidity intervals. Particle and anti-particle spectra for deuterons (left)
and 3He (right) are in the top and bottom plots, respectively. The fit function (red curve) also includes, for the (anti-)deuteron case, an exponential term to
describe the background. In the rigidity intervals shown here the background is about 4% for (anti-)deuterons, whereas it is 0.7% for 3He and 3He . The
error bars display the statistical uncertainty.

inverting the magnetic field. Any residual asymmetry is therefore
indicative of remaining systematic uncertainties related to the
detector conditions. To estimate them, and keep these e�ects under
control, both nuclei and anti-nuclei measurements are performed
for two opposite magnetic field configurations and then averaged.
Their half-di�erence is taken as the estimate of this systematic
uncertainty. Other sources of systematic uncertainties are evaluated
by varying energy loss corrections applied to the reconstructed
momentum, the range and the shape of the background function
assumed in the fit of the mass-squared distributions and the track
selection criteria. In particular, TPC dE/dx cuts are varied between
one and four standard deviations to probe the sensitivity of the fit
results on the residual background, and a tracking quality cut on the
distance of closest approach of the track to the vertex is varied to
evaluate the influence of secondary particles on the measurement.
The sources of systematic uncertainties are found to be fully
correlated among all the rigidity intervals, except for those due to the
fit procedure and the TPC selection criteria, where the uncertainties
are uncorrelated. For deuterons and anti-deuterons, the largest
relative systematic uncertainties on 1µ/µ come from the detector
alignment (⇠0.7⇥10�4), the TPC selection criteria (⇠0.7⇥10�4)
and the secondaries (⇠1.0⇥ 10�4). For 3He and 3He, they come
from the energy loss corrections (⇠0.7⇥ 10�3), the fit procedure
(⇠0.5⇥10�3) and the TPC selection criteria (⇠0.4⇥10�3).

The (anti-)deuteron and (anti-)3He masses are measured as the
peak position of the fitting curves of the mass-squared distribution.
The mass-over-charge ratio di�erences between the deuteron

and 3He and their respective anti-particle are then evaluated as
a function of the rigidity of the track, as shown in Fig. 2. The
measurements in the individual rigidity intervals are combined,
taking into account statistical and systematic uncertainties
(correlated and uncorrelated), and the final result is shown in
the same figure with one and two standard deviation uncertainty
bands. The measured mass-over-charge ratio di�erences are

1µdd̄ =(1.7±0.9(stat.)±2.6(syst.))⇥10�4 GeV/c2 (1)

1µ3He3He =(�1.7±1.2(stat.)±1.4(syst.))⇥10�3 GeV/c2 (2)

corresponding to

1µdd̄

µd
=(0.9±0.5(stat.)±1.4(syst.))⇥10�4

1µ3He3He

µ3He
=(�1.2±0.9(stat.)±1.0(syst.))⇥10�3

where µd and µ3He are the values recommended by CODATA
(ref. 25). The mass-over-charge di�erences are compatible with
zero within the estimated uncertainties, in agreement with CPT
invariance expectations.

Given that zd̄ =�zd and z3He =�z3He as for the proton and anti-
proton1,2, the mass-over-charge di�erences in equations (1) and (2)
and the measurement of the mass di�erences between proton and
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Figure 2 | d–d (top) and 3He–3 He (bottom) mass-over-charge ratio
di�erence measurements as a function of the particle rigidity. Vertical
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uncertainties (standard deviations), respectively. Both are taken into
account to extract the combined result in the full rigidity range, together
with the correlated systematic uncertainty, which is shown as a box with
tilted lines. Also shown are the 1� and 2� bands around the central value,
where � is the sum in quadrature of the statistical and
systematic uncertainties.

anti-proton1,2 and betweenneutron and anti-neutron15,16 can be used
to derive the relative binding energy di�erences between the two
studied particle species. We obtain

1"dd̄

"d
=�0.04±0.05 (stat.)±0.12 (syst.)

1"3He3He

"3He
=0.24±0.16 (stat.)±0.18 (syst.)

where "A = Zmp + (A � Z)mn � mA, with mp and mn being the
proton and neutronmass values recommended by the PDG (ref. 24)
and mA the mass value of the nucleus with atomic number Z and
mass numberA, recommended by CODATA (ref. 25). This quantity
allows one to explicitly isolate possible violations of the CPT sym-
metry in the (anti-)nucleon interaction from that connected to the
(anti-)nucleon masses, the latter being constrained with a precision
of 7⇥ 10�10 for the proton/anti-proton system1,2. Our results and
the comparisons with previous mass di�erence measurements for
(d–d) (refs 26,27) and (3He–3He) (ref. 28), as well as binding energy
measurements for (d–d) (refs 29,30), are reported in Fig. 3.

We have shown that the copious production of (anti-)nuclei in
relativistic heavy-ion collisions at the LHC represents a unique
opportunity to test the CPT invariance of nucleon–nucleon

interactions using light nuclei. In particular, we have measured
the mass-over-charge ratio di�erences for deuterons and 3He. The
values are compatible, within uncertainties, with zero and represent
a CPT invariance test in systems bound by nuclear forces. The
results reported here (Fig. 3, left) represent the highest precision
direct measurements of mass di�erences in the sector of nuclei and
they improve by one to two orders of magnitude analogous results
originally obtained more than 40 years ago26–28, and precisely 50
years ago for the anti-deuteron26,27. Remarkably, such an improve-
ment is reached in an experiment which is not specifically dedicated
to test the CPT invariance in nuclear systems. In the forthcoming
years the increase in luminosity and centre-of-mass energy at the
LHC will allow the sensitivity of these measurements to be pushed
forwards, and possibly extend the study to (anti-)4He. Given the
equivalence between mass and binding energy di�erences, our
results also improve (Fig. 3, right) by a factor two the constraints
on CPT invariance inferred by existing measurements29,30 in the
(anti-)deuteron system. The binding energy di�erence has been
determined for the first time in the case of (anti-)3He, with a relative
precision comparable to that obtained in the (anti-)deuteron system.

Received 2 March 2015; accepted 9 June 2015;
published online 17 August 2015

References
1. Hori, M. et al. Two-photon laser spectroscopy of antiprotonic helium and the

antiproton-to-electron mass ratio. Nature 475, 484–488 (2011).
2. Gabrielse, G. et al. Precision mass spectroscopy of the antiproton and proton

using simultaneously trapped particles. Phys. Rev. Lett. 82, 3198–3201 (1999).
3. van Kolck, U. E�ective field theory of nuclear forces. Prog. Part. Nucl. Phys. 43,

337–418 (1999).
4. Aamodt, K. et al. (ALICE collaboration). The ALICE experiment at the CERN

LHC. J. Instrum. 3, S08002 (2008).
5. Lüders, G. On the equivalence of invariance under time reversal and under

particle–antiparticle conjugation for relativistic field theories. K. Dan. Vidensk.
Selsk. Mat. Fys. Medd. 28N5, 1–17 (1954).

6. Pauli, W. in Niels Bohr and the Development of Physics (ed. Pauli, W.) 30–51
(Pergamon, 1955).

7. Agakishiev, H. et al. (STAR collaboration). Observation of the antimatter
helium-4 nucleus. Nature 473, 353–356 (2011).

8. Harris, J. W. et al. (Star Collaboration). The STAR experiment at the relativistic
heavy ion collider. Nucl. Phys. A 566, 277C–285C (1994).

9. Nagamiya, S. et al. (PHENIX collaboration). PHENIX experiment at RHIC.
Nucl. Phys. A 566, 287–298 (1994).

10. Fee, M. S. et al.Measurement of the positronium 1 3S1–2 3S1 interval by
continuous-wave two-photon excitation. Phys. Rev. A 48, 192–219 (1993).

11. Van Dyck, R. S. Jr, Schwinberg, P. B. & Dehmelt, H. G. New high-precision
comparison of electron and positron g factors. Phys. Rev. Lett. 59, 26–29 (1987).

12. Abe, F. et al. (CDF collaboration). A measurement of theW -boson mass. Phys.
Rev. Lett. 65, 2243–2246 (1990).

13. Amole, C. et al. Resonant quantum transitions in trapped antihydrogen atoms.
Nature 483, 439–443 (2012).

14. Amole, C. et al. An experimental limit on the charge of antihydrogen. Nature
Commun. 5, 3955 (2014).

15. Cresti, M., Pasquali, G., Peruzzo, L., Pinori, C. & Sartori, G. Measurement of
the anti-neutron mass. Phys. Lett. B 177, 206–210 (1986).

16. Cresti, M., Pasquali, G., Peruzzo, L., Pinori, C. & Sartori, G. Phys. Lett. B 200,
587–588 (1988); erratum.

17. Di Sciacca, J. et al. (ATRAP collaboration). One-particle measurement of the
antiproton magnetic moment. Phys. Rev. Lett. 110, 130801 (2013).

18. Ambrosino, F. et al. (KLOE collaboration). Determination of CP and CPT
violation parameters in the neutral kaon system using the Bell–Steinberger
relation and data from the KLOE experiment. J. High Energy Phys. 0612,
011 (2006).

19. Kosteleck ,̋ V. A. & Russel, N. Data tables for Lorentz and CPT violation.
Rev. Mod. Phys. 83, 11–31 (2011).

20. Abelev, B. I. et al. (ALICE collaboration). Performance of the ALICE
experiment at the CERN LHC. Int. J. Mod. Phys. A 29, 1430044 (2014).

21. Aamodt, K. et al. (ALICE collaboration). Alignment of the ALICE inner
tracking system with cosmic-ray tracks. J. Instrum. 5, P03003 (2010).

22. Alme, J. et al. The ALICE TPC, a large 3-dimensional tracking device with fast
readout for ultra-high multiplicity events. Nucl. Instrum. Methods A 622,
316–367 (2010).

NATURE PHYSICS | VOL 11 | OCTOBER 2015 | www.nature.com/naturephysics 813

© 2015 Macmillan Publishers Limited. All rights reserved

质量差、相互作用测量 ALICE Col. Nature Phys. 11 (2015) 811

内径系统（ITS）+飞行时间探测器联合测量：氘核的测量精度提高了一个数量级，实现了
氦3的测量；实验数据支持CPT不变

LETTERS
PUBLISHED ONLINE: 17 AUGUST 2015 | DOI: 10.1038/NPHYS3432

Precision measurement of the mass di�erence
between light nuclei and anti-nuclei
ALICE Collaboration†

The measurement of the mass di�erences for systems bound
by the strong force has reached a very high precision with
protons and anti-protons1,2. The extension of such measure-
ment from (anti-)baryons to (anti-)nuclei allows one to probe
any di�erence in the interactions between nucleons and anti-
nucleons encoded in the (anti-)nuclei masses. This force is a
remnantof theunderlyingstrong interactionamongquarksand
gluons and can be described by e�ective theories3, but cannot
yet be directly derived from quantum chromodynamics. Here
we report a measurement of the di�erence between the ratios
of themassandchargeofdeuterons (d)andanti-deuterons (d̄),
and 3He and 3He nuclei carried out with the ALICE (A Large
Ion Collider Experiment)4 detector in Pb–Pb collisions at a
centre-of-mass energy per nucleon pair of 2.76TeV. Our direct
measurement of the mass-over-charge di�erences confirms
CPT invariance to an unprecedented precision in the sector
of light nuclei5,6. This fundamental symmetry of nature, which
exchanges particles with anti-particles, implies that all physics
lawsare the sameunder the simultaneous reversal of charge(s)
(charge conjugationC), reflectionof spatial coordinates (parity
transformation P) and time inversion (T).

Heavy ions are collided at very high energies at the CERN
Large Hadron Collider (LHC) to study matter at extremely high
temperatures and densities. Under these conditions heavy-ion
collisions are a copious source of matter and anti-matter particles
and thus are suitable for an experimental investigation of their
properties such as mass and electric charge. In relativistic heavy-
ion collisions, nuclei and corresponding anti-nuclei are produced
with nearly equal rates7. Their yields have been measured at the
Relativistic Heavy Ion Collider (RHIC) by the STAR (ref. 8) and
PHENIX (ref. 9) experiments and at the LHC by the ALICE
(ref. 4) experiment. So far, the heaviest anti-nucleus which has been
observed7 is 4He (anti-↵); meanwhile, for lighter nuclei and anti-
nuclei, which are more copiously produced, a detailed comparison
of their properties is possible. This comparison represents an
interesting test of CPT symmetry in an analogous way as done
for elementary fermions10,11 and bosons12, and for QED (refs 13,
14) and QCD systems1,2,15–17 (a particular example for the latter
being the measurements carried out on neutral kaon decays18),
with di�erent levels of precision which span over several orders of
magnitude. All these measurements can be used to constrain, for
di�erent interactions, the parameters of e�ective field theories that
add explicit CPT violating terms to the standard model Lagrangian,
such as the standard model extension19 (SME).

The measurements reported in this paper are based on the
high-precision tracking and identification capabilities of the ALICE
experiment20. The main detectors employed in this analysis are
the ITS (inner tracking system)21 for the determination of the
interaction vertex, the TPC (time projection chamber)22 for tracking

and specific energy loss (dE/dx) measurements, and the TOF (time
of flight)23 detector to measure the time tTOF needed by each track
to traverse the detector. The combined ITS and TPC information is
used to determine the track length (L) and the rigidity (p/z , where p
is themomentum and z the electric charge in units of the elementary
charge e) of the charged particles in the solenoidal 0.5 T magnetic
field of the ALICE central barrel (pseudo-rapidity |⌘| < 0.8). On
the basis of these measurements, we can extract the squared mass-
over-charge ratio µ2

TOF ⌘(m/z)2TOF =(p/z)2 [(tTOF/L)2 �1/c2]. The
choice of this variable is motivated by the fact that µ2 is directly
proportional to the square of the time of flight, allowing to better
preserve its Gaussian behaviour.

The high precision of the TOF detector, which determines the
arrival time of the particle with a resolution of 80 ps (ref. 20), allows
us to measure a clear signal for (anti-)protons, (anti-)deuterons and
(anti-)3He nuclei over a wide rigidity range (1<p/|z|<4GeV/c).
The main source of background, which is potentially of the same
order of the signal, arises from tracks erroneously associated to
a TOF hit. To reduce this contamination, a 2� cut (where � is
the standard deviation) around the expected TPC dE/dx signal
is applied. Such a requirement strongly suppresses (to below
4%) this background for rigidities below p/|z| < 2.0 GeV/c for
(anti-)deuterons and for all rigidities for (anti-)3He (to below 1%).
For each of the species under study, the mass is extracted by fitting
the mass-squared distributions in narrow p/|z| and ⌘ intervals,
using a Gaussian with a small exponential tail that reflects the
time signal distribution of the TOF detector. Examples of the mass-
squared distributions for (anti-)deuterons and (anti-)3He candidates
are reported in Fig. 1 in selected rigidity intervals.

Using mass di�erences, rather than absolute masses, allows us
to reduce the systematic uncertainties related to tracking, spatial
alignment (a�ecting the measurement of the track momentum
and length) and time calibration. Despite that, residual e�ects
are still present, due to imperfections in the detector alignment
and the description of the magnetic field, which can lead to
position-dependent systematic uncertainties. In terms of relative
uncertainties, the ones a�ecting themeasurement of themomentum
are the largest and independent of the mass, and are the same
for all positive (negative) particles in a given momentum interval.
It is therefore possible to correct the (anti-)deuteron and the
(anti-)3He masses by scaling them with the ratio between the
(anti-)proton masses recommended by the PDG (particle data
group)24 (µPDG

p(p̄) ) and the ones measured in the analysis presented
here (µTOF

p(p̄)), namely, µA(Ā) =µTOF
A(Ā)

⇥ (µPDG
p(p̄) /µ

TOF
p(p̄) ). These correction

factors, which depend on the rigidity, deviate from unity by at
most 1%. Conversely, systematic e�ects connected to the track-
length measurement are mass dependent and cannot be completely
accounted for using the above correction. However, they are
expected to be symmetric for positive and negative particles when

†A full list of authors and a�liations appears at the end of the paper.
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不稳定原⼦核测量
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反超氚核

2010 à 2020

• 稳定原子核à不稳定原子核：反超氚核的发现和质量测量

STAR Col. Science 328 (2010) 58; Nature Phys. 16 (2020) 409
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STAR Collaboration, Science 328, 58 (2010)

三维核素图：原⼦核+奇异夸克（新的维度）

• 反物质超核的发现打开了三
维核素图的大门
（2010年度“中国科学十大进展”）

• 反超氚质量精确测量：在奇
异原子核层面检验CPT

LETTERSNATURE PHYSICS

fitted with a Gaussian function plus a straight line, using the 
unbinned maximum likelihood method. Mass parameters are 
extracted from the peaks of the invariant mass distributions. The 
final results are the average of the masses from 2-body and 3-body 
decays weighted by the reciprocal of the squared statistical uncer-
tainties. The main systematic uncertainty arises from imperfections 
in the energy loss and field distortion corrections applied to the 
tracking of decay daughters, estimated to be 0.11 MeV c−2 (37 ppm). 
Other sources of systematic uncertainty, including those from event 
selection, track quality cuts, decay topology cuts and fit procedure, 
are negligible. Accordingly, the measured masses are

m3
ΛH

¼ 2; 990:95 ± 0:13ðstat:Þ ± 0:11ðsyst:Þ MeV c$2

m3
!Λ
H ¼ 2; 990:60 ± 0:28ðstat:Þ ± 0:11ðsyst:Þ MeV c$2

The average mass (weighted by the reciprocal of squared statistical 
uncertainties) for 3ΛH

I
 and 3!ΛH

I
 combined is

m ¼ 2; 990:89 ± 0:12ðstat:Þ± 0:11ðsyst:Þ MeV c$2 ð1Þ

By taking into account the current best limits for the mass dif-
ferences of 3He and d reported by the ALICE Collaboration13, the 
mass differences between 3ΛH

I
 and 3!ΛH

I
 are −2.9 ± 2.5(stat.) ± 2.8(sy

st.) MeV c−2 and 0.13 ± 0.63(stat.) ± 0.31(syst.) MeV c−2 for 2-body 
and 3-body decay channels, respectively. The relative mass differ-
ence Δm/m of 2-body and 3-body decay combined is (see Methods 
for details)

Δm
m

¼
m3

ΛH
"m3

!Λ
H

m
¼ ð 0:1 ± 2:0ðstat:Þ ± 1:0ðsyst:ÞÞ ´ 10"4 ð2Þ

If we assume CPT symmetry is true for the decay daughters, the 
relative mass difference between 3ΛH

I
 and 3!ΛH

I
 would be Δm/m =  

(1.1 ± 1.0(stat.) ± 0.5(syst.)) × 10−4. In addition, by taking the differ-
ence between the masses measured in the 2-body and 3-body decay 
channels of 3ΛH

I
 in conjunction with the deuteron masses reported 

by ALICE13, we can place a new constraint on the relative mass dif-
ference between 3He and 3He

I
, namely Δm3He=m3He

I
 = (−1.5 ± 2.6(s

tat.) ± 1.2(syst.)) × 10−4 (see Methods for details). These results are 
displayed in Fig. 3 along with the relative mass-to-charge ratio dif-
ferences between d and !d

I

 and between 3He and 3He
I

 measured by 
the ALICE Collaboration13. The mass difference between 3ΛH

I
 and 

3
!ΛH
I

 observed in the present data is consistent with zero, and the pre-
cision is an order of magnitude improved over the early data with 
same mass number13. The current measurement extends the valida-
tion of CPT invariance to a nucleus containing a strange quark.

The Λ binding energy, BΛ, for 3ΛH
I

 and 3!ΛH
I

 is calculated using the 
mass measurement shown in equation (1). We obtain

BΛ ¼ 0:41 ± 0:12ðstat:Þ ± 0:11ðsyst:Þ MeV ð3Þ

This binding energy is presented in Fig. 4 (left panel) along with ear-
lier measurements4,28–30 from nuclear emulsion and helium bubble 
chamber experiments. The current STAR result differs from zero 
with a statistical significance of 3.4σ, and the central value of the 
current STAR measurement is larger than the commonly used mea-
surement from 19734. It has been pointed out in ref. 20 that for mea-
surements of BΛ for p-shell hypernuclei, there exists a discrepancy  
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mass difference Δm/m between 3ΛH
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 and 3!ΛH

I
 constrained by the existing 

experimental limits for decay daughters13 is shown by the red star marker. 
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, namely Δm3He=m3He

I
 = (−1.5 ± 2.6(s
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cision is an order of magnitude improved over the early data with 
same mass number13. The current measurement extends the valida-
tion of CPT invariance to a nucleus containing a strange quark.
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 is calculated using the 
mass measurement shown in equation (1). We obtain

BΛ ¼ 0:41 ± 0:12ðstat:Þ ± 0:11ðsyst:Þ MeV ð3Þ

This binding energy is presented in Fig. 4 (left panel) along with ear-
lier measurements4,28–30 from nuclear emulsion and helium bubble 
chamber experiments. The current STAR result differs from zero 
with a statistical significance of 3.4σ, and the central value of the 
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迄今最重反物质原⼦核的发现
• 1911年，卢瑟福散射实验，原⼦核

• 2011年，相对论重离⼦对撞机上观测到反氦4

• 时间投影室单位能损甄别+高阶触发算法快速挑选+飞行时间探测器区分反氦3/反氦4

STAR Col., Nature 473 (2010) 353
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反物质原⼦核产⽣机制

• 反氦4产额符合质量数指数下降，符合
统计模型预期
“penalty factor”~1/1600@200GeV

• 下一个稳定反物质原子核A=6；
(penalty factor)2 ~ (1600)2

• 新的机制？

Idea from Walter Greiner:  correlations are 
present in vacuum, allowing antinucleus
like anti-a to be directly excited from the 
vacuum.  Rate for such antinuclei could be 
much larger than low value predicted by 
statistical coalescence.

No evidence so far.

Greiner, IJMPE, 5 (1995) 1
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反物质间相互作⽤⼒的实验测量
• 传统实验⽅法HBT应⽤在前沿物理研究，
“反质⼦对”动量关联函数测量，实现反物
质间作⽤⼒的测量

3 4 6  |  N A T U R E  |  V O L  5 2 7  |  1 9  N O V E M B E R  2 0 1 5

LETTERRESEARCH

© 2015 Macmillan Publishers Limited. All rights reserved

centrality, based on the observed number of tracks emitted from each 
collision. Zero per cent centrality corresponds to exactly head-on colli-
sions which produce the most tracks, while 100% centrality corresponds 
to barely glancing collisions which produce the fewest tracks. The data 
used here consists of Au + Au collisions at a centre-of-mass energy of 
200 GeV per nucleon pair, taken during the operation of RHIC in the 
year 2011. In total, 500 million events were taken by the minimum-bias 
trigger at STAR. This trigger selects all particle-producing collisions, 
regardless of the extent of overlap of the incident nuclei, but with a 
requirement that collisions must have occurred along the trajectory of 
the colliding Au ion and within ± 30 cm of the centre of STAR’s Time 
Projection Chamber (TPC)23. Events used in this analysis correspond 
to the 30%–80% centrality class, for which the signal due to two-particle 
interaction is stronger than that from smaller centrality classes, while 
particle yields are larger than that from larger centrality classes.

The two main detectors used in the measurement are the STAR TPC 
and the Time of Flight Barrel (TOF)24. The TPC is situated in a sole-
noidal magnetic field (0.5 T), and it provides a three-dimensional 
image of the ionization trails left along the path of charged particles. 
The TOF encloses the curved surface of the cylindrical TPC. In con-
junction with the momentum measured via the track curvature in 
TPC, particle identification (PID) is achieved by two key measure-
ments: the mean energy loss per unit track length, 〈 dE/dx〉 , which can 
be used to distinguish particles with different masses or charges, and 
the time of flight of particles reaching the TOF detector, which can be 
used, together with tracking information, to derive the square of a 

particle’s mass (m2). Figure 2 shows a typical calculated mass-squared 
(m2) distribution versus nσz (see Fig. 2 legend) for antiprotons.

The population distribution of (anti)proton pairs as a function of 
(anti)proton momentum (k*) in the pair rest frame (in which the centre 
of mass of the pair is at rest, convenient for carrying out measurements) 
is measured for the correlated pairs from within the same event, A(k*), 
and, separately, for the non-correlated pairs from two different (mixed) 
events, B(k*). The former corresponds to the joint probability P(p1, p2), 
and the latter corresponds to the product of two probabilities, 
P(p1)P(p2), where P(p1) and P(p2) each corresponds for observing single 
(anti)protons. The ratio of the two, A(k*)/B(k*), gives the measured CF (see Methods). The observed (anti)protons can come from weak decays 
of already correlated primary particles, hence introducing residual cor-
relations which contaminate the CF. The dominant contaminations to 
the CF come from the p–Λ ( –p Λ) and Λ–Λ ( –Λ Λ) correlations (where 
p and Λ denotes the proton and lambda particle, respectively, and p  and 
Λ  denotes the corresponding antiparticle), and are taken into account 
by fitting the CF with corresponding contributions. Taking the two-pro-
ton correlation measurement as an example25,
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where Cinclusive(k*) is the inclusive CF, and Cpp(k*; Rpp) is the true  
proton–proton CF, which can be described by the Lednický and 
Lyuboshitz analytical model19. In this model, for given s-wave scatter-
ing parameters, the correlation function with FSI is calculated as the 
square of the properly symmetrized wavefunction averaged over the 
total pair spin and the distribution of relative distances of particle emis-
sion points in the pair rest frame (see Methods). !C  are the residual CFs 
which are expressed through the p–Λ and Λ–Λ CFs, ⁎( )C k R;pΛ pΛ pΛ  and 

⁎( )C kΛΛ ΛΛ , using integral transformation25 from ⁎kpΛ and ⁎kΛΛ to ⁎kpp (see 
Methods). ⁎( )C k R;pΛ pΛ pΛ  is taken from a theoretical calculation19, which 
includes all final-state interactions and explains experimental data 
well21. ⁎( )C kΛΛ ΛΛ  is from an experimental measurement corrected for 

Xa

Xb

p1

p2

Source 

~5 fm

Figure 1 | A schematic of the two-particle correlation process in a 
heavy-ion collision. The display is overlaid on an event display from 
the Time Projection Chamber in the STAR detector. The curves show 
particle trajectories, from which the track momenta are determined. These 
trajectories are measured in three dimensions, but are projected onto a 
single plane in this illustration. The STAR detector measures three-vector 
momenta over a wide range beginning at about 0.1 GeV c−1. Two particles 
emitted from two separated points, with four-coordinates Xa and Xb, are 
detected with four-momenta p1 and p2. For the pair of indistinguishable 
particles with even/odd total spin, the two quantum mechanical amplitudes 
(representing, for non-interacting particles, products of plane waves 〈 p1|Xa〉  
〈 p2|Xb〉  and 〈 p2|Xa〉  〈 p1|Xb〉 , where 〈 p|X〉 = exp(− ipX)) must be added/
subtracted to yield the amplitude which is symmetric/antisymmetric 
with respect to the interchange of particle momenta. This results in 
an enhancement/suppression in the joint detection probability at zero 
momentum separation with the width inversely proportional to the space-
time separation of particle emission points.
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from zero, the expected value of z for (anti)protons. The antiprotons, 
centred at m2 = 0.88 (GeV c−2)2 and =n 0σz , are well separated from other 
particle species. (Anti)protons satisfying 0.8 (GeV c−2)2 < mass2 <1  
(GeV c−2)2 and | | < .n 1 5σz  are selected for making pairs. With this 
selection, the purity is >99% for (anti)protons with transverse momentum 
less than 2 GeV c−1. Colours denote particle population (counts) in cells 
formed by even division of m2 and nσz.
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mis-identified Λs (ref. 22). Rpp and RpΛ, assumed to be the same numer-
ically, are the invariant Gaussian radii21 from the proton–proton cor-
relation and the proton–Λ  correlation, respectively. xpp, xpΛ and xΛΛ, 
taken from the THERMINATOR2 model26, are the relative contribu-
tions from pairs with both daughters from the primary collision, pairs 
with one daughter from the primary collision and the other one from 
a Λ decay, and pairs with both daughters from a Λ   decay, respectively.

Figure 3 shows the CF for proton–proton pairs (Fig. 3a) and  
antiproton–antiproton pairs (Fig. 3b), for the 30%–80% centrality 
class of Au + Au collisions at a centre-of-mass energy of 200 GeV 
per nucleon pair. The proton–proton CF exhibits a maximum at  
k* ≈ 0.02 GeV c−1 due to the attractive singlet s-wave interac-
tion between the two detected protons and is consistent with pre-
vious measurements27. The antiproton–antiproton CF shows 
a similar structure with the maximum appearing at the same 
k* value. In Fig. 3c, the ratio of the inclusive CF for proton– 
proton pairs to that of antiproton–antiproton pairs is presented. 
It is well centred at unity for almost all the k* range, except for  
the region k* < 0.02 GeV c−1, where the error becomes large.  
This indicates that the strong interaction is indistinguishable within 
errors between proton–proton pairs and antiproton–antiproton pairs. 
By fitting the CF with equation (1), we determine the singlet s-wave 

scattering length and effective range for the antiproton–antiproton 
interaction to be f0 = 7.41 ± 0.19(stat.) ±  0.36(sys.) fm and d0 = 2.14 ±  
0.27(stat.) ± 1.34(sys.) fm, respectively. Here stat. and sys. indicate statis-
tical and systematic errors, respectively. The extracted radii for protons 
(Rpp) and that for antiprotons (Rpp) are 2.75 ± 0.01(stat.) ± 0.04(sys.) fm 
and 2.80 ± 0.02(stat.) ± 0.03(sys.) fm, respectively.

Figure 4 presents the first measurement of the antiproton–antiproton 
interaction, together with prior measurements for nucleon–nucleon 
interactions. Within errors, the f0 and d0 for the antiproton–antiproton 
interaction are consistent with their antiparticle counterparts—the ones 
for the proton–proton interaction. Our measurements provide para-
meterization input for describing the interaction among cold-trapped 
gases of antimatter ions, as in an ultracold environment, where s-wave 
scattering dominates and effective-range theory shows that the scatter-
ing length and effective range are parameters that suffice to describe 
elastic collisions. The result provides a quantitative verification of  
matter–antimatter symmetry in the important and ubiquitous con-
text of the forces responsible for the binding of (anti)nuclei. Possible 
future improvement of the measurement could be made by reducing 
the uncertainty from the Λ–Λ CF (CΛΛ(k*)), which dominates our 
systematic error, by further accumulation of data. In addition, a sim-
ilar extraction of f0 and d0 could also be repeated with (anti)proton– 
(anti)proton CF28 measured at the Large Hadron Collider, where the 
yield ratio of antiproton to proton is close to unity.
Online Content Methods, along with any additional Extended Data display items and 
Source Data, are available in the online version of the paper; references unique to 
these sections appear only in the online paper.
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To take advantage of the existing knowledge on the proton–proton 
interaction, which is relatively well understood, when fitting the  
proton–proton correlation, f0 and d0 for protons are fixed at values 
measured from proton–proton elastic-scattering experiments, which 
are 7.82 fm and 2.78 fm, respectively29. When fitting the antiproton–
antiproton correlation, f0 and d0 are treated as free parameters.
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Y–N or Y–Y bound state. Although numerous theoretical predictions 
exist13,26–30, so far no clear evidence for any such bound states has been 
found, despite many experimental searches31–35.

Additionally, a precise knowledge of the Y–N and Y–Y interactions 
has important consequences for the physics of neutron stars. Indeed, 
the structure of the innermost core of neutron stars is still completely 
unknown and hyperons could appear in such environments depending 
on the Y–N and Y–Y interactions36. Real progress in this area calls for 
new experimental methods.

Studies of the Y–N interaction via correlations have been pioneered 
by the HADES collaboration37. Recently, the ALICE Collaboration has 
demonstrated that p–p and p–Pb collisions at the LHC are best suited 
to study the N–N and several Y–N, Y–Y interactions precisely8–12. Indeed, 
the collision energy and rate available at the LHC opens the phase 
space for an abundant production of any strange hadron38, and the 
capabilities of the ALICE detector for particle identification and the 
momentum resolution—with values below 1% for transverse momentum  
pT < 1 GeV/c—facilitate the investigation of correlations in momen-
tum space. These correlations reflect the properties of the interaction 
and hence can be used to test theoretical predictions by solving the 
Schrödinger equation for proton–hyperon collisions39. A fundamen-
tal advantage of p–p and p–Pb collisions at LHC energies is the fact 
that all hadrons originate from very small space-time volumes, with 
typical inter-hadron distances of about 1 fm. These small distances 
are linked through the uncertainty principle to a large range of the 
relative momentum (up to 200 MeV/c) for the baryon pair and enable 
us to test short-range interactions. Additionally, detailed modelling 
of a common source for all produced baryons15 allow us to determine 
accurately the source parameters.

Similar studies were carried out in ultrarelativistic Au–Au colli-
sions at a centre-of-mass energy of 200 GeV per nucleon pair by the 
STAR collaboration for Λ–Λ40,41 and p–Ω−42 interactions. This collision 
system leads to comparatively large particle emitting sources of 
3–5 fm. The resulting relative momentum range is below 40 MeV/c, 
implying reduced sensitivity to interactions at distances shorter 
than 1 fm.

In this work, we present a precision study of the most exotic among 
the proton–hyperon interactions, obtained via the p–Ω− correlation 
function in p–p collisions at a centre-of-mass energy s = 13 TeV at the 
LHC. The comparison of the measured correlation function with 
first-principle calculations13 and with a new precision measurement 
of the p–Ξ− correlation in the same collision system provides the first 
observation of the effect of the strong interaction for the p–Ω− pair. 
The implications of the measured correlations for a possible p–Ω− 
bound state are also discussed. These experimental results challenge 
the interpretation of the data in terms of lattice QCD as the precision 
of the data improves.

Our measurement opens a new chapter for experimental methods 
in hadron physics with the potential to pin down the strong interaction 
for all known proton–hyperon pairs.

Analysis of the correlation function
Figure 1 shows a schematic representation of the correlation method 
used in this analysis. The correlation function can be expressed theo-
retically43,44 as C(k*) = ∫d3r*S(r*) × |ψ(k*, r*)|2, where k* and r* are the 
relative momentum and relative distance of the pair of interest. S(r*) 
is the distribution of the distance r* = |r*| at which particles are emitted 
(defining the source size), ψ(k*, r*) represents the wavefunction of the 
relative motion for the pair of interest and k* = |k*| is the reduced rela-
tive momentum of the pair ( p pk = | − |/2% % %

2 1 ). Given an interaction poten-
tial between two hadrons as a function of their relative distance, a 
non-relativistic Schrödinger equation can be used39 to obtain the  
corresponding wavefunction and hence also predict the expected 
correlation function. The choice of a non-relativistic Schrödinger  
equation is motivated by the fact that the typical relative momenta 
relevant for the strong final-state interaction have a maximal value of 
200 MeV/c. Experimentally, this correlation function is computed as 
C(k*) = ξ(k*)[Nsame(k*)/Nmixed(k*)], where ξ(k*) denotes the corrections 
for experimental effects, Nsame(k*) is the number of pairs with a given 
k* obtained by combining particles produced in the same collision 
(event), which constitute a sample of correlated pairs, and Nmixed(k*) is 
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Fig. 1 | Schematic representation of the correlation method. a, A collision of 
two protons generates a particle source S(r*) from which a hadron–hadron pair 
with momenta p1 and p2 emerges at a relative distance r* and can undergo a 
final-state interaction before being detected. Consequently, the relative 
momentum k* is either reduced or increased via an attractive or a repulsive 
interaction, respectively. b, Example of attractive (green) and repulsive 
(dotted red) interaction potentials, V(r*), between two hadrons, as a function 
of their relative distance. Given a certain potential, a non-relativistic 
Schrödinger equation is used to obtain the corresponding two-particle 

wavefunction, ψ(k*, r*). c, The equation of the calculated (second term) and 
measured (third term) correlation function C(k*), where Nsame(k*) and Nmixed(k*) 
represent the k* distributions of hadron–hadron pairs produced in the same 
and in different collisions, respectively, and ξ(k*) denotes the corrections for 
experimental effects. d, Sketch of the resulting shape of C(k*). The value of the 
correlation function is proportional to the interaction strength. It is above 
unity for an attractive (green) potential, and between zero and unity for a 
repulsive (dotted red) potential.
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mis-identified Λs (ref. 22). Rpp and RpΛ, assumed to be the same numer-
ically, are the invariant Gaussian radii21 from the proton–proton cor-
relation and the proton–Λ  correlation, respectively. xpp, xpΛ and xΛΛ, 
taken from the THERMINATOR2 model26, are the relative contribu-
tions from pairs with both daughters from the primary collision, pairs 
with one daughter from the primary collision and the other one from 
a Λ decay, and pairs with both daughters from a Λ   decay, respectively.

Figure 3 shows the CF for proton–proton pairs (Fig. 3a) and  
antiproton–antiproton pairs (Fig. 3b), for the 30%–80% centrality 
class of Au + Au collisions at a centre-of-mass energy of 200 GeV 
per nucleon pair. The proton–proton CF exhibits a maximum at  
k* ≈ 0.02 GeV c−1 due to the attractive singlet s-wave interac-
tion between the two detected protons and is consistent with pre-
vious measurements27. The antiproton–antiproton CF shows 
a similar structure with the maximum appearing at the same 
k* value. In Fig. 3c, the ratio of the inclusive CF for proton– 
proton pairs to that of antiproton–antiproton pairs is presented. 
It is well centred at unity for almost all the k* range, except for  
the region k* < 0.02 GeV c−1, where the error becomes large.  
This indicates that the strong interaction is indistinguishable within 
errors between proton–proton pairs and antiproton–antiproton pairs. 
By fitting the CF with equation (1), we determine the singlet s-wave 

scattering length and effective range for the antiproton–antiproton 
interaction to be f0 = 7.41 ± 0.19(stat.) ±  0.36(sys.) fm and d0 = 2.14 ±  
0.27(stat.) ± 1.34(sys.) fm, respectively. Here stat. and sys. indicate statis-
tical and systematic errors, respectively. The extracted radii for protons 
(Rpp) and that for antiprotons (Rpp) are 2.75 ± 0.01(stat.) ± 0.04(sys.) fm 
and 2.80 ± 0.02(stat.) ± 0.03(sys.) fm, respectively.

Figure 4 presents the first measurement of the antiproton–antiproton 
interaction, together with prior measurements for nucleon–nucleon 
interactions. Within errors, the f0 and d0 for the antiproton–antiproton 
interaction are consistent with their antiparticle counterparts—the ones 
for the proton–proton interaction. Our measurements provide para-
meterization input for describing the interaction among cold-trapped 
gases of antimatter ions, as in an ultracold environment, where s-wave 
scattering dominates and effective-range theory shows that the scatter-
ing length and effective range are parameters that suffice to describe 
elastic collisions. The result provides a quantitative verification of  
matter–antimatter symmetry in the important and ubiquitous con-
text of the forces responsible for the binding of (anti)nuclei. Possible 
future improvement of the measurement could be made by reducing 
the uncertainty from the Λ–Λ CF (CΛΛ(k*)), which dominates our 
systematic error, by further accumulation of data. In addition, a sim-
ilar extraction of f0 and d0 could also be repeated with (anti)proton– 
(anti)proton CF28 measured at the Large Hadron Collider, where the 
yield ratio of antiproton to proton is close to unity.
Online Content Methods, along with any additional Extended Data display items and 
Source Data, are available in the online version of the paper; references unique to 
these sections appear only in the online paper.
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Figure 3 | Correlation functions and their ratio. a, b, Correlation 
functions for proton–proton pairs (a) and antiproton–antiproton pairs (b). 
The ratio of the former to the latter is shown in c. Errors are statistical only. 
The fits to the data with equation (1), Cinclusive(k*), are plotted as solid lines, 
and the term 1 + xpp[Cpp(k*; Rpp) − 1] is shown as dashed lines. The χ 2 per 
number of degrees of freedom of the fit is 1.66 for a and 1.61 for b.  
To take advantage of the existing knowledge on the proton–proton 
interaction, which is relatively well understood, when fitting the  
proton–proton correlation, f0 and d0 for protons are fixed at values 
measured from proton–proton elastic-scattering experiments, which 
are 7.82 fm and 2.78 fm, respectively29. When fitting the antiproton–
antiproton correlation, f0 and d0 are treated as free parameters.
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Fig. 3: Exclusion plot for the L–L scattering parameters obtained using the L–L correlations from pp collisions atp
s = 7 and 13 TeV as well as p–Pb collisions at

p
sNN = 5.02 TeV. The different colors represent the confidence

level of excluding a set of parameters, given in ns . The black hashed region is where the Lednický model pro-
duces an unphysical correlation. The two models denoted by colored stars are compatible with hypernuclei data,
while the red cross corresponds to the preliminary result of the lattice computation performed by the HAL QCD
collaboration. For details regarding the region at slightly negative f�1

0 and d0 < 4, compatible with a bound state,
refer to Fig. 4.

certainties of ( f�1
0 ,d0), or invoking a more sophisticated Monte Carlo study, like the Bootstrap method.

The latter is used in the current analysis.

The resulting exclusion plot is presented in Fig. 3, where the color code corresponds to the confidence
level ns for a specific choice of scattering parameters. In the computation only the statistical uncer-
tainties are taken into account, as the systematic uncertainties are negligible according to the Barlow
criterion [38]. The predicted scattering parameters of all discussed potentials are highlighted with differ-
ent markers and the phase space region in which the Lednický model produces an unphysical correlation
is specified by the black hatched area. In this region the effective range expansion breaks down and the
Lednický equation leads to a negative correlation function. While the STAR result [24] is located in this
region, all theoretical models exclude the possibility of a repulsive L–L interaction with large effective
range. Moreover a re-analysis of the STAR data [20] demonstrated that a more realistic treatment of
the residual correlations leads to an inversion of the sign of the scattering length, that corresponds to an
attractive potential. The imposed limit on the scattering length is f�1

0 > 0.8 fm�1 [20]. This result can be
tested within the current work, and Fig. 3 demonstrates that the ALICE data can extend those constraints.
In particular the region corresponding to a strongly attractive or a very weakly binding short-range inter-
action (small | f�1

0 | and small d0) is excluded by the data, while a shallow attractive potential (large f�1
0 )

is in very good agreement with the experimental results obtained from this analysis. A L–L bound state
would correspond to negative f�1

0 and small d0 values. The present data are compatible with such a sce-
nario, but the available phase space is strongly constrained. The HKMYY [22], FG [21] and HAL QCD
[50] values are of particular interest, as the first two models are tuned to describe the modern hypernuclei
data, while the latter is the latest state-of-the-art lattice computation from the HAL QCD collaboration.
The lattice results are preliminary and predict the scattering parameters f�1

0 = 1.45± 0.25 fm�1 and
d0 = 5.16±0.82 fm [50]. All three models are compatible with the ALICE data, providing further sup-
port for a shallow attractive L–L interaction potential.
A possible bound state is investigated within the effective-range expansion by computing the correspond-
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散射⻓度/有效⼒程

• 和其他方向的联系：散射长度和有效力程是描述超冷原子捕捉中弹性散射的关键参数
• STAR采用LL模型：Sov. J. Nucl. Phys. 35 (1982) 770

results for Λ and Λ̄ in order to increase the statistical
significance.
The combined ΛΛ and Λ̄ Λ̄ correlation function for

0–80% centrality is shown in Fig. 3. The systematic errors
were estimated by varying the following requirements
for the selection of Λ: DCA, DL, and mass range, which
affect the signal-to-background ratio. Systematics from cuts
on the angular correlation of pairs were also studied that
may affect correlations at small relative momentum. The
systematic uncertainties from different sources were then
added in quadrature. The combined systematic error is
shown separately as a shaded band in Fig. 3. If there were
only antisymmetrization from quantum statistics, a ΛΛ
correlation function of 0.5 would be expected at Q ¼ 0.
The observed pair excess near CðQ ¼ 0Þ compared to 0.5
suggests that the ΛΛ interaction is attractive; however, as
mentioned earlier, the data are not corrected for residual
correlations and those effects can give rise to this excess. In
Fig. 3, the dotted line corresponds to quantum statistics.
The Lednický and Lyuboshitz analytical model [23]

relates the correlation function to source size and also takes
into account the effect of the strong final-state interactions
(FSI). The following correlation function is used to fit the
experimental data
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2Þ=z in Eq. (4). The scattering amplitude is
given by

fðkÞ ¼
"
1

f0
þ 1

2
d0k2 − ik

$−1
; ð5Þ

where f0 ¼ a0 is the scattering length and d0 ¼ reff is the
effective range. Note that a universal sign convention is used
rather than the traditional sign convention for the s-wave
scattering length a0 ¼ −f0 for baryon-baryon systems.
More details about the model can be found in Ref. [23].
The free parameters of the LL model are normalization
(N), a suppression parameter (λ), an emission radius (r0),
scattering length (a0), and effective radius (reff ). In the
absence of FSI, λ equals unity for a fully chaotic Gaussian
source. The impurity in the sample used and finite momen-
tum resolution can suppress the value of λ parameter. In
addition to this, the non-Gaussian form of the correlation
function and the FSI between particles can affect (suppress
or enhance) its value. The last term in Eq. (4) is introduced to
take into account the long tail observed in themeasured data,
where ares is the residual amplitude and rres is the width of
the Gaussian.
When the amplitude ares in Eq. (4) is made to vanish, a fit

performed on data causes a larger χ2=NDF (dashed line in
Fig. 3) and also the obtained r0 is much smaller than
the expected r0 from previous measurements [22,24,25],
which suggests that the measured correlation is wider than
what the fit indicates in this scenario. This effect can be
explained by the presence of a negative residual correlation
in the data, which is expected to be wider than the
correlation from the parent particles. Therefore, to include
the effect of a residual correlation, a Gaussian term
ares expð−Q2r2resÞ is incorporated in the correlation function
(solid line in Fig. 3). A negative residual correlation
contribution is required with ares ¼ −0.044% 0.004þ0.048

−0.009
and rres ¼ 0.43% 0.04þ0.43

−0.03 fm, where the first error is
statistical and the second is systematic. Such a wide
correlation could possibly arise from residual correlations
caused by decaying parents such as Σ0 and Ξ, and coupling
of NΞ to the ΛΛ channel. The fit parameters obtained with
the residual correlation term are N ¼ 1.006% 0.001,
λ ¼ 0.18% 0.05þ0.12

−0.06 , a0 ¼ −1.10% 0.37þ0.68
−0.08 fm, reff ¼

8.52% 2.56þ2.09
−0.74 fm, and r0 ¼ 2.96% 0.38þ0.96

−0.02 fm with
χ2=NDF ¼ 0.56. All the systematic errors on the param-
eters are uncorrelated errors. The Gaussian term is empiri-
cal and its origin is not fully understood. However,
the addition of this term improves fit results and the
obtained r0 is compatible with expectations. The LL
analytical model fit to data suggests that a repulsive
interaction exists between ΛΛ pairs, whereas the fit to
the same data from Morita et al. showed that the ΛΛ
interaction potential is weakly attractive [26]. The

FIG. 3 (color online). The combined ΛΛ and Λ̄ Λ̄ correla-
tion function for 0–80% centrality Auþ Au collisions atffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV. Curves correspond to fits using the
Lednický-Lyuboshitz (LL) analytical model with and without
a residual correlation term [23]. The dotted line corresponds to
quantum statistics with a source size of 3.13 fm. The shaded band
corresponds to the systematic error.
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results for Λ and Λ̄ in order to increase the statistical
significance.
The combined ΛΛ and Λ̄ Λ̄ correlation function for

0–80% centrality is shown in Fig. 3. The systematic errors
were estimated by varying the following requirements
for the selection of Λ: DCA, DL, and mass range, which
affect the signal-to-background ratio. Systematics from cuts
on the angular correlation of pairs were also studied that
may affect correlations at small relative momentum. The
systematic uncertainties from different sources were then
added in quadrature. The combined systematic error is
shown separately as a shaded band in Fig. 3. If there were
only antisymmetrization from quantum statistics, a ΛΛ
correlation function of 0.5 would be expected at Q ¼ 0.
The observed pair excess near CðQ ¼ 0Þ compared to 0.5
suggests that the ΛΛ interaction is attractive; however, as
mentioned earlier, the data are not corrected for residual
correlations and those effects can give rise to this excess. In
Fig. 3, the dotted line corresponds to quantum statistics.
The Lednický and Lyuboshitz analytical model [23]

relates the correlation function to source size and also takes
into account the effect of the strong final-state interactions
(FSI). The following correlation function is used to fit the
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CðQÞ¼N
!
1þλ

"
−1

2
expð−r20Q2Þþ1

4

jfðkÞj2

r20

"
1− 1

2
ffiffiffi
π

p d0
r0

$

þRefðkÞffiffiffi
π

p
r0

F1ðQr0Þ−
ImfðkÞ
2r0

F2ðQr0Þ
$

þares expð−r2resQ2Þ
%
; ð4Þ

where k ¼ Q=2, F1ðzÞ ¼
R
1
0 ex

2−z2=zdx and F2ðzÞ ¼
ð1 − e−z

2Þ=z in Eq. (4). The scattering amplitude is
given by

fðkÞ ¼
"
1

f0
þ 1

2
d0k2 − ik

$−1
; ð5Þ

where f0 ¼ a0 is the scattering length and d0 ¼ reff is the
effective range. Note that a universal sign convention is used
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scattering length a0 ¼ −f0 for baryon-baryon systems.
More details about the model can be found in Ref. [23].
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scattering length (a0), and effective radius (reff ). In the
absence of FSI, λ equals unity for a fully chaotic Gaussian
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tum resolution can suppress the value of λ parameter. In
addition to this, the non-Gaussian form of the correlation
function and the FSI between particles can affect (suppress
or enhance) its value. The last term in Eq. (4) is introduced to
take into account the long tail observed in themeasured data,
where ares is the residual amplitude and rres is the width of
the Gaussian.
When the amplitude ares in Eq. (4) is made to vanish, a fit
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which suggests that the measured correlation is wider than
what the fit indicates in this scenario. This effect can be
explained by the presence of a negative residual correlation
in the data, which is expected to be wider than the
correlation from the parent particles. Therefore, to include
the effect of a residual correlation, a Gaussian term
ares expð−Q2r2resÞ is incorporated in the correlation function
(solid line in Fig. 3). A negative residual correlation
contribution is required with ares ¼ −0.044% 0.004þ0.048

−0.009
and rres ¼ 0.43% 0.04þ0.43

−0.03 fm, where the first error is
statistical and the second is systematic. Such a wide
correlation could possibly arise from residual correlations
caused by decaying parents such as Σ0 and Ξ, and coupling
of NΞ to the ΛΛ channel. The fit parameters obtained with
the residual correlation term are N ¼ 1.006% 0.001,
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χ2=NDF ¼ 0.56. All the systematic errors on the param-
eters are uncorrelated errors. The Gaussian term is empiri-
cal and its origin is not fully understood. However,
the addition of this term improves fit results and the
obtained r0 is compatible with expectations. The LL
analytical model fit to data suggests that a repulsive
interaction exists between ΛΛ pairs, whereas the fit to
the same data from Morita et al. showed that the ΛΛ
interaction potential is weakly attractive [26]. The

FIG. 3 (color online). The combined ΛΛ and Λ̄ Λ̄ correla-
tion function for 0–80% centrality Auþ Au collisions atffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV. Curves correspond to fits using the
Lednický-Lyuboshitz (LL) analytical model with and without
a residual correlation term [23]. The dotted line corresponds to
quantum statistics with a source size of 3.13 fm. The shaded band
corresponds to the systematic error.
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注*  LL模型取 f0=a0
传统散射研究取f0=-a0

conclusion about an attractive or a repulsive potential is
limited by our statistics and is model dependent. However,
all model fits to data suggest that a rather weak interaction
is present between ΛΛ pairs.
The scattering length and the effective radius obtained

from the model fit are shown in Fig. 4. For comparison,
interaction parameters for pp, nn, and pn singlet (s) and
triplet (t) states, as well as for pΛ singlet (s) and triplet (t)
states, are also shown in Fig. 4 [27]. It is observed that
jaΛΛj < japΛj < jaNN j. The LL analytical model gives a
negative a0 parameter and favors a slightly repulsive
interaction in our convention which is different from a
weak attractive potential extracted from the NAGARA
event and the KEK result [13,28,29]. The fit parameters are
still limited by statistics and our fitted a0 is 1.6σ from a sign
change. A negative sign for the scattering length (in our
convention) is a necessary though not sufficient condition
for the existence of a ΛΛ bound state.
If a ΛΛ resonance exists near the threshold, that would

induce large correlations between two Λs at small relative
momentum [12,30]. For the ΛΛ system below the NΞ
and ΣΣ thresholds (k < 161 MeV=c), the FSI effect is
included in the correlation function through the s-wave
amplitude [31],

fðkÞ ¼ 1

k cot δ − ik
; ð6Þ

where k and δ are relative momentum and s-wave phase
shift, respectively. The effective-range approximation for
k cot δ is

k cot δ ¼ 1

a0
þ reff

k2

2
: ð7Þ

Equation (6) should satisfy the single-channel unitarity
condition ImfðkÞ ¼ kjfðkÞj2 with real parameters a0 and
reff . When the scattering amplitude is saturated by a
resonance, it can be rewritten [32] in the form

fðkÞ ¼ 1

ðk20 − k2Þ=ð2μγÞ − ik
: ð8Þ

Comparing the above to Eqs. (6) and (7), one sees that
1=a0 ¼ k20=ð2μγÞ and reff ¼ −1=μγ, where k0, μ, and γ are
the relative momentum where the resonance occurs, the
reduced mass, and a positive constant, respectively. The
scattering length (effective range) becomes positive (neg-
ative) so that the k cot δ term vanishes at k ¼ k0 [33]. The
signs of a0 and reff obtained from the fit to our data
contradict Eq. (8), which suggests the nonexistence of a ΛΛ
resonance saturating the s-wave below the NΞ and ΣΣ
thresholds. More discussion on the existence of H as a
resonance pole can be found in [26].
Assuming that H dibaryons are stable against strong

decay of Λ, and are produced through coalescence of ΛΛ
pairs, the yield for the H dibaryon can be related to the Λ
yield by d2NH=2πpTdpTdy ¼ 16Bðd2NΛ=2πpTdpTdyÞ2,
where B is a constant known as the coalescence coefficient.
From pure phase space considerations, the coalescence
rate is proportional to Q3 [34]. For a weakly bound or
deuteronlike bound state H, the ΛΛ correlation below the
coalescence length Q would be depleted. Our data show
no depletion in the correlation strength in our measured
region, which indicates that the value of Q at coalescence
for the H dibaryon, if it exists, must be below
0.07 GeV=c, where we no longer have significant statis-
tics. Therefore, because the deuteron coalescence
coefficient B ¼ ð4.0% 2.0Þ × 10−4 ðGeV=cÞ2 [35,36] for
a Q of approximately 0.22 GeV=c, we estimate that the
H dibaryon must have B less than ð1.29% 0.64Þ ×
10−5 ðGeV=cÞ2 for Q < 0.07 GeV=c. The corresponding
upper limit for pT-integrated dNH=dy is ð1.23% 0.47stat %
0.61systÞ × 10−4 if the coalescence mechanism applies to
both the deuteron and the hypothetical H particle.
In summary, we report the first measurement of the ΛΛ

correlation function in heavy-ion collisions for Auþ Au atffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV. The measured correlation strength at
Q ¼ 0, CðQ ¼ 0Þ is greater than 0.5 (the expectation from
quantum statistics alone). In addition to the normal ΛΛ
correlation function, a Gaussian term is required to fit the
data, possibly due to residual correlations. The extracted
Gaussian source radius is compatible with the expectation
from previous measurements of pion, kaon, and pΛ
correlations [22,24,25]. The model fits to data suggest that
the strength of the ΛΛ interaction is weak. Numerical
analysis of the final-state interaction effect using an s-wave
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FIG. 4 (color online). The ΛΛ interaction parameters from
this experiment (solid circle), where the shaded band represents
the systematic error. The interaction parameters from pp, pn
singlet (s), and triplet (t) states, and from nn, pΛ (s), and pΛ (t)
states are shown as open markers [27]. Also, the ΛΛ interaction
parameters that reproduce the NAGARA event are shown
as open stars [28,29].
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反物质研究具有⼴阔的前景
从（反）夸克，（反）重⼦，（反）原⼦核，到（反）原⼦实验研究，记录了⼈类探索物质
形态及研究其基本属性的进程

欧洲核⼦中⼼(CERN)开始⽤反物质原⼦检验CPT原理的普适性、引⼒作⽤下物质反物质的
等效性原理等

https://home.cern/news/news/experiments/new-antimatter-gravity-experiments-begin-cern

• CERN加速器两年的维护升级完成，新的实验于
2021/6⽉陆续开始

• 传统反质⼦减速器(Antiproton Decelerator)+新的
减速环ELENA (Extra Low ENergy Antiproton),
将反质⼦的能量从5.3 MeV减到0.1 MeV，捕捉率提
⾼近100倍 (AEgIS, ALPHA, ASACUSA, BASE,
GBAR等实验组)

AEgIS Col.,
Communications Phys. 4, 19 (2021)

in the l!peþ, the counts due to !H annihilation, n!H. As discussed in
the “Methods” section, ngas is proportional to the numbers Nl!p,
N l!peþ of trapped !p through a factor ϵ. This factor can be
determined using the data of the l!p sample (ngas ¼ ϵN l!p) and used
to predict (see “Methods” for details) the number of counts nSexp
we would expect in the S region of the sample l!peþ in absence of
!H production (n!H ¼ 0):

nSexp ¼ nCl!peþ
ΔTS

ΔTC þ nSl!p # nCl!p
ΔTS

ΔTC

! "
N l!peþ

N l!p

" #

; ð2Þ

where N l!peþ and N l!p represent the sum over all of the number of
!p in the two data samples.
If the null hypothesis (n!H ¼ 0) is true then nSexp would be

statistically compatible with the measured value nSl!peþ . The
measured number of counts in an S region 25 μs long—extending
from 1 to 26 μs after the laser pulse—is nSl!peþ ¼ 79:0 ± 8:9, while
nSexp ¼ 33:4 ± 4:6. Consequently, we obtain a p value of 6.6 × 10−7,
and the hypothesis of the absence of signal is rejected with 4.8σ
(local significance). The number of counts above background, and
the significance of the signal above 4σ, is robust against variations
in the choice of the width or offset of the S interval.

The number of detected antihydrogen atoms in the 25-μs-wide
S region is 45.6 ± 10.0; taking into account the detection
efficiency, this corresponds to 110 ± 25 produced atoms. This
number agrees with the prediction of a dedicated Monte Carlo
(see “Methods” section) in which we model the Ps excitation
process, we include all geometrical details of the interaction
region, the number and shape of the antiproton plasmas, the
number of P, and its measured velocity as well as the cross-
section from ref. 26, thus indicating that the role of the relevant
parameters is under control.

The temporal evolution of the signal in Fig. 3a is unexpectedly
long if the only relevant parameter were the above-mentioned
value of the !p temperature. Indeed, for a !p temperature of ~400 K,
formation with a burst of Ps* with our measured range of
velocities should result in a few μs wide signal, while the
experimental one extends up to 25 μs. Due to our small sample
size, it was not possible to investigate this effect more deeply.
While both a lower !p temperature or the presence of a small
fraction of Ps* with very low (<104 m s−1)) velocity would result
in an enhanced signal at later than expected times, one appealing
explanation is related to the possibility that the Rydberg !H atoms
could be reflected from the electrode metallic surfaces. The

interaction of a Rydberg !H with a metallic surface is first due to
the electrostatic interaction with its induced image charge. The
large dipole of a Rydberg state induces a charge polarization in a
metallic bulk that results in an attractive net force42. At the
smaller end of the range of separations, the influence of the image
charge interactions becomes stronger, and the positron could
potentially be able to pass over or tunnel through the potential
barrier into the conduction band producing annihilation.
However, because certain metals have negative work functions
for e+, the positron can also be reflected from the corresponding
surfaces and so the whole Rydberg atom with it. Note that the
trap electrodes are gold plated and negative values of the e+ work
function in case of gold are reported in the literature43. This
would be the antimatter counterpart of the reflection of Rydberg
(matter) atoms from negative electron affinity surfaces described
in ref. 44. Obviously, this putative effect requires more study to be
confirmed, which also requires taking into account the presence
of the electric and magnetic fields, but we highlight the fact that
Rydberg !H atoms can be expected to behave differently from
Rydberg H near a surface.

The presence of the !H signal is further supported by a second,
independent detector (fast cryogenic tracker—FACT45,46) capable
of track reconstruction, and operated simultaneously with the
ESDA. It consists of two concentric double-layer cylinders of
scintillating fibers readout through arrays of silicon photomul-
tipliers, surrounding the !Hf

trap and Ps production target (see
Fig. 1a). This detector is affected by the initial e+ annihilation
pulse more severely than the ESDA due to its proximity to the Ps
production region: for the first 10 μs after the injection pulse, it
exhibits a too high count rate for stand-alone use. However,
owing to its high—5 ns—temporal resolution, requiring a
coincidence within 10 ns with a signal in the ESDA allowed
identifying a number of potential track candidates and determin-
ing the z-coordinate of their intersection with the axis of the
apparatus. Figure 4 shows the resulting distribution of the
weighted track z-coordinates, where the central peak coincides
with the position of the antiproton cloud, proof that the hits
recorded in the ESDA stem from annihilation events.

While the spatial resolution of the tracking detector is
insufficient to differentiate antihydrogen annihilations on the
electrodes from antiproton annihilations at the position of the !p
cloud, the temporal constraint of the pulsed scheme provides a
clean time window in which !H annihilations could thus be
identified. Together with the independent detection relying on
discrimination of the signal amplitude between pion-induced

Table 1 Summary of the measured counts.

Sample X Hcycle p number Counts in the S
interval

Cosmic ray counts
in the S interval

Counts in the C
interval

Excess counts (S interval),
normalized to Nlpeþ

H number

NX nS nSμ nC nS " nC ΔTS

ΔTC

# $
Nlpeþ

NX

l!p 3498 (1.58 ± 0.01) × 109 42.0 ± 6.5 17.0 ± 0.3 528 ± 23 13.7 ± 4.5
!peþ 1211 (6.08 ± 0.07) × 108 16.0 ± 4.0 5.8 ± 0.1 278 ± 17 1.7 ± 1.6
l!peþ 2206 (1.08 ± 0.01) × 109 79.0 ± 8.9 10.7 ± 0.2 475 ± 22 59.2 ± 8.9 45.6 ± 10.0

The table reports, for each sample, the number of experimental cycles !Hcycle, the number of antiprotons NX, where X stands for l!p, !peþ , l!peþ , the number of counts nS measured in the corresponding 25-
μs-long S region, and the mean number nSμ of counts due to cosmic rays in the S region calculated from an independent measurement of the cosmic rate with the adopted analysis cuts. As discussed in
the main text, the value of nSμ is not directly used in the extraction of the !H signal: it is reported here for clarity. Column 6 shows the number of counts in the C region. Column 7 reports the excess of
counts in the S region, obtained as the difference between nS and the number of counts nC rescaled to the S region time length, normalized to the number of antiprotons measured in the sample l!peþ .
This excess of counts is consistent with zero only for the sample !peþ , while it is positive for both the sample l!p (because of !p losses due to the laser-induced outgassing) and l!peþ , where in addition, we
have !H production. The detected number of !H is obtained as the difference between the normalized excess of counts in the l!peþ and l!p samples.
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中⼦星EoS及⼤质量星信号
• 中子星状态方程：如果含有超子（没有足够的相空间，不衰变），状态方程将变软。
直接影响包括最大质量～1.4M⊙

• 双中子星并合引力波信号，也提供了测量中子星质量和半径的途径
The LIGO and Virgo Col., PRL 119, 161101 (2017); 121, 161101 (2018)

credible interval width for the radius measurement of
almost a factor of 2, from 5.9 to 3.6 km.
Discussion.—In this Letter, we complement our analy-

sis of the tidal effects of GW170817 in [52] with a
targeted analysis that assumes astrophysically plausible
NS spins and tidal parameters, as well as the same EOS
for both NSs. This additional prior information enables us
to measure NS radii with an uncertainty less than 2.8 km
if consistency with observed pulsar masses is enforced,
and 3.6 km using GW data alone at the 90% credible
level. We observe that, in both cases, the data are
informative and drive the upper bounds on the NS radii
and the stiffness of the EOS. Simultaneously, the pressure
at twice the nuclear saturation density is measured to be
pð2ρnucÞ ¼ 3.5þ2.7

−1.7 × 1034 dyn=cm2. Our results are con-
sistent with x-ray binary observations (see, e.g.,
[19,20,126,127]) and suggest that NS radii are not large.
Additionally, our results can be compared to tidal
inference based on the electromagnetic emission of
GW170817 [128–130].
Our results are comparable and consistent with studies

that use the tidal measurement from [5] to obtain bounds on
NS radii. Using our bound of Λ1.4 < 800 (the only tidal
parameter in [5], which assumed a common EOS for both
NSs) and different EOS parametrizations, several studies
found R1.4≲13.5 km [56,58,62,64]. Reference [63] arrives
at a similar conclusion using our Λ̃ < 800 constraint [5]
(though see [52] for an amended Λ̃ bound) and the
observation that Λ̃ is almost insensitive to the binary mass
ratio [99]. Our improved estimate of Λ1.4 ¼ 190þ390

−120 , and

R1 ¼ 10.8þ2.0
−1.7 km and R2 ¼ 10.7þ2.1

−1.5 km for the EOS-
insensitive-relation analysis is roughly consistent with
these estimates (see for example Fig. 1 of [62,58]). If
we additionally enforce the heaviest observed pulsar
to be supported by placing direct constraints on the
EOS parameter space, we get further improvement in
the radius measurement, with R1 ¼ 11.9þ1.4

−1.4 km and
R2 ¼ 11.9þ1.4

−1.4 km.
A recent analysis of the GW170817 data was performed

in De et al. [53] using the TaylorF2 model, imposing that
the two NSs have the same radii which, under the additional
assumption that Λ ∝ C−6 (an alternative to the Λ-C relation
used here [104]), directly relates the two tidal deformabil-
ities as Λ1 ¼ q6Λ2. After our paper appeared as a preprint,
De et al. obtained a revised estimate of the common NS
radius 8.9 km < R̂ < 13.2 km. Despite using a lower low
frequency cutoff—and hence more data—than our study,
the result of De et al. corresponds to a width of 4.3 km,
which is wider than the uncertainty on radii computed
under our EoS-insensitive analysis. There are differences in
several details of the setup of the two analyses (most
notably, frequency range, data calibration, the noise PSD
estimation, waveform model, parameter priors, assumed
relations between radii and Λs and treatment of corre-
sponding uncertainties), each of which may be responsible
for part of the observed discrepancies.
Our results, and specifically the lower radius limit, do

not constitute observational proof of tidal effects in
GW170817, as our analysis has explicitly assumed that
the coalescing bodies were NSs both in terms of their spins

FIG. 3. Marginalized posterior for the massm and areal radius R of each binary component using EOS-insensitive relations (left panel)
and a parametrized EOS where we impose a lower limit on the maximum mass of 1.97 M⊙ (right panel). The top blue (bottom orange)
posterior corresponds to the heavier (lighter) NS. Example mass-radius curves for selected EOSs are overplotted in gray. The lines in the
top left denote the Schwarzschild BH (R ¼ 2m) and Buchdahl (R ¼ 9m=4) limits. In the one-dimensional plots, solid lines are used for
the posteriors, while dashed lines are used for the corresponding parameter priors. Dotted vertical lines are used for the bounds of the
90% credible intervals.
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at a similar conclusion using our Λ̃ < 800 constraint [5]
(though see [52] for an amended Λ̃ bound) and the
observation that Λ̃ is almost insensitive to the binary mass
ratio [99]. Our improved estimate of Λ1.4 ¼ 190þ390

−120 , and

R1 ¼ 10.8þ2.0
−1.7 km and R2 ¼ 10.7þ2.1

−1.5 km for the EOS-
insensitive-relation analysis is roughly consistent with
these estimates (see for example Fig. 1 of [62,58]). If
we additionally enforce the heaviest observed pulsar
to be supported by placing direct constraints on the
EOS parameter space, we get further improvement in
the radius measurement, with R1 ¼ 11.9þ1.4

−1.4 km and
R2 ¼ 11.9þ1.4

−1.4 km.
A recent analysis of the GW170817 data was performed

in De et al. [53] using the TaylorF2 model, imposing that
the two NSs have the same radii which, under the additional
assumption that Λ ∝ C−6 (an alternative to the Λ-C relation
used here [104]), directly relates the two tidal deformabil-
ities as Λ1 ¼ q6Λ2. After our paper appeared as a preprint,
De et al. obtained a revised estimate of the common NS
radius 8.9 km < R̂ < 13.2 km. Despite using a lower low
frequency cutoff—and hence more data—than our study,
the result of De et al. corresponds to a width of 4.3 km,
which is wider than the uncertainty on radii computed
under our EoS-insensitive analysis. There are differences in
several details of the setup of the two analyses (most
notably, frequency range, data calibration, the noise PSD
estimation, waveform model, parameter priors, assumed
relations between radii and Λs and treatment of corre-
sponding uncertainties), each of which may be responsible
for part of the observed discrepancies.
Our results, and specifically the lower radius limit, do

not constitute observational proof of tidal effects in
GW170817, as our analysis has explicitly assumed that
the coalescing bodies were NSs both in terms of their spins

FIG. 3. Marginalized posterior for the massm and areal radius R of each binary component using EOS-insensitive relations (left panel)
and a parametrized EOS where we impose a lower limit on the maximum mass of 1.97 M⊙ (right panel). The top blue (bottom orange)
posterior corresponds to the heavier (lighter) NS. Example mass-radius curves for selected EOSs are overplotted in gray. The lines in the
top left denote the Schwarzschild BH (R ¼ 2m) and Buchdahl (R ¼ 9m=4) limits. In the one-dimensional plots, solid lines are used for
the posteriors, while dashed lines are used for the corresponding parameter priors. Dotted vertical lines are used for the bounds of the
90% credible intervals.
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EOS. This means that the posterior is indicating more
support for softer EOS than the prior. The solid vertical
lines denote the nuclear saturation density and two
more rest-mass density values that are known to approx-
imately correlate with bulk macroscopic properties
of NSs [19]. The pressure at twice (six times) the nuclear
saturation density is measured to be 3.5þ2.7

−1.7 × 1034

ð9.0þ7.9
−2.6 × 1035Þ dyn=cm2 at the 90% level.

The pressure posterior appears to show minor signs of a
bend above a density of ∼5ρnuc. Evidence of such behavior
at high densities would be an indication of extra degrees of
freedom, though this is not an outcome of the GW data
alone. Indeed in the top (right) panel, the vertical (hori-
zontal) lines denote the 90% confidence intervals for the
central densities (pressures) of the two stars, suggesting that
our data are not informative for densities (pressures) above
those intervals. The bend is an outcome of two competing
effects: the GW data point toward a lower pressure, while
the requirement that the EOS supports masses above
1.97 M⊙ demands a high pressure at large densities. The
result is a precise pressure estimate at around 5ρnuc and a
broadening above that, giving the impression of a bend in

the pressure. We have verified that the bend is absent if we
remove the maximum mass constraint from our analysis.
Finally we place constraints in the 2-dimensional param-

eter space of the NS mass and areal radius for each binary
component. This posterior is shown in Fig. 3. The left panel
is obtained by first using the ΛaðΛs; qÞ relation to obtain
tidal deformability samples assuming a common EOS and
then using the Λ-C relation to compute the NS radii. The
right panel is computed by integrating the TOVequation to
compute the radius for each sample in the spectral EOS
parametrization after imposing a maximum mass of at least
1.97 M⊙. At the 90% level, the radii of the two NSs are
R1 ¼ 10.8þ2.0

−1.7 km and R2 ¼ 10.7þ2.1
−1.5 km from the left

panel and R1 ¼ 11.9þ1.4
−1.4 km and R2 ¼ 11.9þ1.4

−1.4 km from
the right panel. The one-sided 90% lower [upper] limit on
m2ðm1Þ is ð1.15; 1.36Þ M⊙½ð1.36; 1.62Þ M⊙& from the left
panel and ð1.18; 1.36Þ M⊙½ð1.36; 1.58Þ M⊙& from the right
panel, consistent with the results of Ref. [52]. We note
that the Λ-C relation has not been established to values
of Λ less than 20 [104]. In order to check the validity of our
EoS-insensitive results in this regime, we first verify that
the parametrized-EoS results without a maximum mass
constraint satisfy the Λ-C relation to the required accuracy,
even for Λ1 < 20. Furthermore, we find that our radius and
mass estimates are unaffected if we discard all Λ1 < 10
samples.
The difference between the two radius estimates is

mainly due to different physical information included in
each analysis. The EOS-insensitive-relation analysis (left
panel) is based on GW data alone, while the parametrized-
EOS analysis (right panel) imposes an additional observa-
tional constraint, namely that the EOS must support NSs of
at least 1.97 M⊙. This has a large effect on the radii priors
as shown in the 1-dimensional plots of Fig. 3, since small
radii are typically predicted by soft EOSs, which cannot
support large NS masses. In the case of EOS-insensitive
relations (left panel), the prior allows for smaller values of
the radius than in the parametrized-EOS case (right panel),
something that is reflected in the posteriors since the GW
data alone cannot rule out radii below ∼10 km. Therefore
the lower radius limit in the EOS-insensitive-relations
analysis is determined by the GW measurement, while
in the case of the parametrized-EOS analysis it is deter-
mined by the mass of the heaviest observed pulsar and its
implications for NS radii [65]. Additionally, we verified
that the parametrized-EOS analysis without the maximum
mass constraint leads to similar results to the EOS-insen-
sitive-relations analysis.
To quantify the improvement from assuming that both

NSs obey the same EOS, we apply the Λ-C relation to
tidal deformability samples calculated without assuming
the ΛaðΛs; qÞ relation (the orange posterior of Fig. 1) and
obtain R1 ¼ 11.8þ2.7

−3.3 km and R2 ¼ 10.8þ2.9
−3.0 km at the 90%

level. This suggests that imposing a common EOS for the
two binary components leads to a reduction of the 90%

FIG. 2. Marginalized posterior (green bands) and prior (purple
dashed) for the pressure p as a function of the rest-mass density ρ
of the NS interior using the spectral EOS parametrization and
imposing a lower limit on the maximum NS mass supported by
the EOS of 1.97 M⊙. The dark (light) shaded region corresponds
to the 50% (90%) posterior credible level and the purple dashed
lines show the 90% prior credible interval. Vertical lines
correspond to once, twice, and six times the nuclear saturation
density. Overplotted in gray are representative EOS models
[121,122,124], using data taken from [19]; from top to bottom
at 2ρnuc we show H4, APR4, and WFF1. The corner plots show
cumulative posteriors of central densities ρc (top) and central
pressures pc (right) for the two NSs (blue and orange), as well as
for the heaviest NS that the EOS supports (black). The 90%
credible intervals for ρc and pc are denoted by vertical and
horizontal lines respectively for the heavier (blue dashed) and
lighter (orange dot-dashed) NS.
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with fπ ≈ 92 MeV the pion-decay constant. In the present
study we choose the negative value for H ′. In this case
there is a partial cancellation between the one-pion ex-
change three-baryon force and the contact term [23]. This
ensures that, for densities around ρ0, the effects of the
density-dependent ΛN -interaction are still relatively small
so that our results for UΛ(0, ρ) at nuclear matter satura-
tion density do not change much and remain consistent
with constraints from hypernuclear physics.

For the off-shell extension of the density-dependent
ΛN -interaction we follow the suggestion of ref. [25]. This
means that we make the substitution p2 → 1

2 (p′2 + p2),
where p and p′ are the initial and final center-of-mass mo-
menta of the baryons. In addition, the high-momentum
components of the interaction are cut off by a regulator
function of the form fR = exp

[
−

(
p′4 + p4

)
/Λ4

]
, when

inserted into the G-matrix equation. It is the same regu-
lator as used for the (free-space) Y N two-body interaction
in the coupled-channel Lippmann-Schwinger equation, see
ref. [17].

3 Results and discussion

Results for the density dependence of the Λ single-particle
potential are presented in fig. 1 for symmetric nuclear mat-
ter (a) and for neutron matter (b). Apart fom predictions
from our chiral EFT interactions [17] (dash-dotted lines),
those for meson-exchange Y N models constructed by the
Jülich [29] (dashed line) and Nijmegen [30] (dotted line)
groups are also shown. As already emphasized in ref. [19],
at low densities the chiral EFT potentials exhibit a rel-
atively weak density dependence as compared to that of
the Jülich ’04 potential. One observes an onset of repulsive
effects around the saturation density of nuclear matter,
i.e. ρ = ρ0, see dash-dotted lines in fig. 1. Now, with the
calculation extended to higher densities, it becomes clear
that these effects increase dramatically. Already around
ρ ≈ 2ρ0, UΛ(0, ρ) turns over to net repulsion. The NSC97f
model [30] exhibits likewise a trend toward repulsion with
increasing density. However, the turning point is at much
higher density (dotted line). Other Y N -interaction mod-
els for which pertinent results can be found in the liter-
ature, like the Nijmegen ESC04 interaction (cf. fig. 12 in
ref. [31]) or an interaction derived within the constituent
quark-model (fss2) [32] exhibit a trend similar to the one
of the Jülich ’04 potential, i.e. a more or less monotonously
increasing attraction with rising density.

Results for UΛ(0, ρ) based on a G-matrix calcula-
tion that includes the density-dependent effective ΛN -
interaction derived from the leading ΛNN three-baryon
forces are shown by solid lines in fig. 1. One can see that for
low densities, ρ/ρ0 ≈ 0.5, the effects of the three-baryon
forces are essentially negligible. But they become notice-
able already around ρ = ρ0 and, of course, significant at
higher density where the repulsion strongly increases.

How can we understand these results in terms of the
properties of the underlying Y N -interactions? For that we
take a look at the 1S0 and 3S1 ΛN partial waves which
provide the bulk contribution to the single-particle poten-

Fig. 1. The Λ single-particle potential UΛ(pΛ = 0, ρ) as a
function of ρ/ρ0 in symmetric nuclear matter (a) and in neu-
tron matter (b). The dash-dotted curves show the chiral EFT
results at NLO for the cutoffs Λ = 450 MeV (lower curve) and
500 MeV (upper curve), respectively. The solid lines include
the density-dependent ΛN -interaction derived from the ΛNN
three-body force [23]. The dashed curve is the result of the
Jülich ’04 meson-exchange model [29], the dotted curve that
of the Nijmegen NSC97f potential [30], taken from ref. [33].

tial UΛ(pΛ, ρ) [19,20]. In the case of the 1S0 partial wave,
see fig. 2 (left), the phase-shift computed with the NLO
chiral EFT interaction crosses zero at lower momenta com-
pared to the Nijmegen NSC97f potential (dotted line), and
at much lower momentum than the Jülich ’04 potential
(dashed line). This suggests that the EFT interactions
are more repulsive at short distances. An inspection of
the pertinent contributions to UΛ(pΛ, ρ) reveals, however,
that their density dependence is similar for all potentials
considered. Thus, these differences at high momenta do
not influence the matter properties in a qualitative way.
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provides a consistently better description of the hypernuclei
under consideration.
Evolution of YNN terms.—A detailed analysis of the

emergence of SRG-induced YNN interactions is presented
in Fig. 4, which shows the extrapolated energies of the
lowest two states of 7

ΛLi as a function of the flow parameter

αY , with and without induced YNN terms. The energies are
obtained by simple exponential extrapolations of the
calculated ground-state energies to the full Hilbert space
and the quoted uncertainties include importance-threshold
and model-space extrapolation uncertainties. The absolute
energies of the ground-state doublet show a strong αY
dependence. Adding the induced YNN terms practically
removes the αY dependence and recovers the unevolved
energies within extrapolation uncertainties. From this, we
conclude that the induced terms are mainly of a three-body
nature and that the net contribution due to four- and higher
many-body forces is small in these systems. The induced
YNN terms are surprisingly large, at αY ≈ 0.08 fm4 their
inclusion changes the ground-state energy of 7

ΛLi by about
3.5 MeV, which can be compared to a Λ separation energy
of about 7.7 MeV.
As a possible origin of the large induced YNN con-

tributions one might suspect a unique feature of the YN
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TABLE I. Extrapolated hyperon separation energiesBΛ in MeV
for selected hypernuclei. The SRG flow parameter is
αN ¼ αY ¼ 0.08 fm4, the HO frequency ℏΩ ¼ 20 MeV. Num-
bers in header rows denote the YN interaction cutoffΛ in MeV=c.

YN YNþ ind YNN AFDMC

700 600 700 [24] Experiment
4
ΛHe 4.10(1) 2.63(3) 2.56(4) 1.22(9) 2.39(3) [2]
7
ΛHe 9.93(36) 7.41(34) 5.98(33) 5.95(25) 5.68(28) [39]
7
ΛLi 10.49(16) 7.70(16) 6.40(16) 5.58(3) [2]
9
ΛBe 14.06(30) 10.41(29) 8.45(29) 6.71(4) [2]
13
ΛC 20.06(10) 17.50(21) 14.43(19) 11.2(4) 11.69(12) [2]
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FIG. 4. Extrapolated binding energy of the 7
ΛLi ground-state

doublet as a function of the SRG flow parameter αY in the
hyperon-nucleon sector, neglecting and including induced YNN
contributions. Calculations without induced YNN terms for low
values of αY are carried out with a nucleonic flow parameter fixed
at αN ¼ 0.08 fm4 (faded empty symbols), for higher values we
take αN ¼ αY (half-filled symbols). The inclusion of the induced
YNN terms (full symbols) restores flow-parameter independence
within extrapolation uncertainties. The YN interaction cutoff is
Λ ¼ 600 MeV=c, the HO frequency is ℏΩ ¼ 20 MeV.

PRL 117, 182501 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending

28 OCTOBER 2016

182501-3

HðαÞ ¼ U†ðαÞHð0ÞUðαÞ of the hypernuclear Hamiltonian
H ¼ Hð0Þ ¼ T int þ VNN þ V3N þ VYN þ ΔM consisting
of kinetic energy and NN and 3N interaction terms along
with a YN interaction and a mass term accounting for the
different rest masses of the Λ and Σ hyperons. Coulomb
interactions among charged baryons are contained in the
two-body terms. The transformation is governed by the
flow equation ∂αHðαÞ ¼ ½ηðαÞ; HðαÞ& with flow parameter
α. The anti-Hermitian generator ηðαÞ can be chosen freely
in order to achieve a desired behavior. Here, we adopt
the common choice ηðαÞ ¼ m2

N ½T int; HðαÞ& that drives the
Hamiltonian to a band-diagonal form in momentum space.
The flow equation can be evaluated on a sufficiently large
basis set (e.g., consisting of harmonic-oscillator states) and
solved as an ordinary matrix differential equation using
standard numerical methods.
In order to capture the induced YNN terms we have to

evaluate the flow equation in a three-body basis, which
we construct from HO wave functions with respect to
three-body Jacobi coordinates. The resulting evolved
Hamiltonian contains a mixture of two- and three-body
terms that must be disentangled because they scale differ-
ently in a many-body calculation. This is achieved by
subtracting the Hamiltonian evolved in two-body space.
The resulting YNN interaction can then be used in a
hypernuclear IT-NCSM framework [31]. This procedure is
well established for NN and 3N interactions [44,45], but
here we present the first calculations with induced YNN
interactions.
Results for p-shell hypernuclei.—To illustrate the effect

of including SRG-induced YNN terms we show the
absolute and excitation energies of low-lying states in
7
ΛLi,

9
ΛBe, and

13
ΛC in Figs. 1, 2, 3 together with the energies

of the nonstrange parent nuclei (left-hand panels). We are
using the standard chiral NN interaction at next-to-next-to-
next-to leading order [46] and the chiral 3N interaction
at next-to-next-to leading order [47] (both with cutoff
Λ ¼ 500 MeV=c) in conjunction with a chiral YN
interaction at leading order [48] (with cutoffs Λ ¼
700 MeV=c and Λ ¼ 600 MeV=c). For all following
calculations we perform a consistent SRG evolution of
the NN and 3N interaction up to the three-nucleon level. In
previous ab initio calculations for p-shell nuclei, we have
shown the SRG-induced beyond-3N interactions are suffi-
ciently small in the mass range considered here [45].
The center panels of Figs. 1, 2, 3 compare the energy

spectra of the single-strangeness hypernuclei obtained with
the bare YN interaction and an SRG-evolved YN inter-
action at the two-baryon level with αY ¼ 0.08 fm4. The
SRG evolution of the YN interaction causes a large drop of
the absolute energies of all states while convergence with
respect to the model-space parameter Nmax is greatly
improved. Excitation energies also show much faster
convergence in 7

ΛLi while the effect for the other isotopes
is less dramatic. The splittings of the excited state doublets

in 9
ΛBe and

13
ΛC are increased. The convergence patterns of

the nucleonic parent and the hypernuclear states become
very similar, which allows for a precise extraction of the Λ
separation energy with only a few hundred keVuncertainty.
These separation energies are summarized in Table I.
In a next step, we include the SRG-induced YNN terms

explicitly in our calculations—the results are shown in the
right-hand panels of Figs. 1, 2, 3. Evidently, the induced
YNN terms counteract the drop of the absolute energies and
shift them closer to the values extrapolated from the bare
YN result. Convergence patterns and excitation energies
are barely affected, implying that the induced YNN terms
act on all states in the same manner. This is in accordance
with the behavior of SRG-induced nucleonic 3N forces.
A notable effect is the increase of the doublet splittings in
7
ΛLi compared to the case without induced YNN terms,
while those in 9

ΛBe and 13
ΛC are reduced. In conclusion,

when one accounts for the sizable cutoff uncertainty in the
YN interaction the excitation energies including the
induced YNN terms are compatible with experimental data
[7]; however, the hyperon is overbound significantly by
20% to 50% [2], depending on the YN interaction cutoff.
Overall, the YN interaction with cutoff Λ ¼ 700 MeV=c
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FIG. 1. Absolute and excitation energies of 7
ΛLi (a) Nucleonic

parent absolute and excitation energies, (b) hypernucleus with
bare (dashed line) and SRG-evolved (solid line) YN interaction
(700 MeV=c cutoff, evolved to αY ¼ 0.08 fm4), (c) hypernucleus
with added YNN terms for cutoffs 700 MeV=c (solid line) and
600 MeV=c (dotted line). The calculations are carried out with an
NNþ 3N interaction evolved to αN ¼ 0.08 fm4 in a HO basis
with ℏΩ ¼ 20 MeV.
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加入三体YNN作用，结合能
不依赖计算参数

reproduce the ground state properties of medium-light Λ
hypernuclei. The repulsive three-body force dramatically
affects the EOS, and the inclusion of Λ particles in neutron
matter does not necessarily produce a NS with maximum
mass that is incompatible with recent observations. In our
calculations, the effect of the presence of hyperons other
than the Λ has not been investigated. Their interaction with
the neutrons is even less constrained than theΛ-nucleon one.
Moreover, as our results clearly show that different three-
body forces give a very different EOS, we stress the fact that
more constraints on the hyperon-neutron force are needed
before drawing any conclusion on the role played by
hyperons in neutron stars.
Within nonrelativistic many-body approaches, hyperneu-

tron matter (HNM) can be described in terms of pointlike
neutrons and lambdas, withmassesmn andmΛ, respectively,
whose dynamics are dictated by the Hamiltonian

H ¼
X

i

p2
i

2mn
þ
X

λ

p2
λ

2mΛ
þ
X

i<j

vij

þ
X

i<j<k

vijk þ
X

λ;i

vλi þ
X

λ;i<j

vλij; ð1Þ

wherewe use i and j to indicate nucleons, and λ to indicateΛ
particles. In our calculation, the two-nucleon interaction vij
is the Argonne V8’ (AV8’) potential [36], that is a repro-
jection of the more sophisticated Argonne AV18 [37], but is
simpler to be included in our calculation. It gives the largest
contributions to the nucleon-nucleon interaction, moder-
ately more attractive than AV18 in light nuclei [38] but very
similar to AV18 in neutron drops [39,40]. The vijk is the
Urbana IX (UIX) three-body potential, that was originally
fitted to the triton and α particle binding energies and to
reproduce the empirical saturation density of nuclear
matter when used with AV18 [41]. The AV8’+UIX
Hamiltonian has been extensively used to investigate prop-
erties of neutron matter and neutron stars (see for instance
Refs. [20,42,43]).
For the hyperon sector, we adopted the phenomenological

hyperon-nucleon potential that was first introduced by
Bodmer, Usmani, and Carlson in a similar fashion to the
Argonne andUrbana interactions [44]. It has been employed
in several calculations of light hypernuclei [45–51] and,
more recently, to study the structure of light and medium
mass Λ hypernuclei [34,35]. The two-body ΛN interaction,
vλi, includes central and spin-spin components and it
has been fitted on the available hyperon-nucleon scattering
data. A charge symmetry breaking term was introduced
in order to describe the energy splitting in the mirror Λ
hypernuclei for A ¼ 4 [34,47]. The three-body ΛNN force,
vλij, includes contributions coming from P- and S-wave 2π
exchange plus a phenomenological repulsive term. In this
work we have considered two different parametrizations of
the ΛNN force.

The authors of Ref. [49] reported a parametri-
zation, hereafter referred to as parametrization (I), that
simultaneously reproduces the hyperon separation energy
of 5

ΛHe and 17
Λ O obtained using variational Monte Carlo

techniques. In Ref. [34], a diffusion Monte Carlo study
of a wide range of Λ hypernuclei up to A ¼ 91 has been
performed. Within that framework, additional repulsion
has been included in order to satisfactorily reproduce the
experimental hyperon separation energies. We refer to this
model of ΛNN interaction as parametrization (II).
No ΛΛ potential has been included in the calculation.

Its determination is limited by the fact that ΛΛ scattering
data are not available and experimental information
about double Λ hypernuclei is scarce. The most advanced
theoretical works discussing ΛΛ force [52,53], show that it
is indeed rather weak. Hence, its effect is believed to be
negligible for the purpose of this work. Self-bound multi-
strange systems have been investigated within the relativ-
istic mean field framework [54–56]. However, hyperons
other than Λ have not been taken into account in the present
study due to the lack of potential models suitable for
quantum Monte Carlo calculations.
To compute the EOS of HNMwe employed the auxiliary

field diffusion Monte Carlo (AFDMC) algorithm [57],
which has been successfully applied to investigate
properties of pure neutron matter (PNM) [40,43,58–60].
Within AFDMC calculations, the solution of the many-
body Schrödinger equation is obtained by enhancing the
ground-state component of the starting trial wave function
using the imaginary-time projection technique. In order to
efficiently deal with spin-isospin dependent Hamiltonians,
the Hubbard-Stratonovich transformation is applied to the
imaginary time propagator. This procedure reduces the
dependence of spin-isospin operators from quadratic to
linear, lowering the computational cost of the calculation
from exponential to polynomial in the number of particles
allowing for the study of many-nucleon systems.
The extension of AFDMC calculations to finite

hypernuclear systems has been discussed in detail in
Ref. [34]. Following the same line, we have further
developed the algorithm to deal with infinite hyperneutron
matter. The PNM trial wave function has been extended
by including a Slater determinant of plane waves and
two-component spinors for the Λ particles. The propaga-
tion in imaginary time now involves the sampling of the
coordinates and the rotation of the spinors induced by the
Hubbard-Stratonovich transformation for both neutrons
and hyperons. The Fermion sign problem is controlled
via the constrained-path prescription [59] with a straight-
forward extension to the enlarged hyperon-nucleon space.
The expectation values are evaluated as in the standard
AFDMC method, as reported in Ref. [34].
Hyperneutron matter is composed of neutrons and a

fraction x ¼ ρΛ=ρ of Λ hyperons, where ρ ¼ ρn þ ρΛ is
the total baryon density of the system, ρn ¼ ð1 − xÞρ and
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ρΛ ¼ xρ are the neutron and hyperon densities, respec-
tively. The energy per particle can be written as

EHNMðρ; xÞ ¼ ½EPNMðð1 − xÞρÞ þmn&ð1 − xÞ

þ ½EPΛMðxρÞ þmΛ&xþ fðρ; xÞ: ð2Þ

To deal with the mass difference Δm≃ 176 MeV between
neutrons and lambdas the rest energy is explicitly taken into
account. The energy per particle of PNM EPNM has been
calculated using the AFDMC method [42,43] and it reads

EPNMðρnÞ ¼ a
!
ρn
ρ0

"
α
þ b

!
ρn
ρ0

"
β
; ð3Þ

where the parameters a, α, b, and β are reported in Table I.
We parametrized the energy of pure lambda matter EPΛM

with the Fermi gas energy of noninteracting Λ particles.
Such a formulation is suggested by the fact that in the
Hamiltonian of Eq. (1) there is no ΛΛ potential. The reason
for parametrizing the energy per particle of hyperneutron
matter as in Eq. (2) lies in the fact that, within AFDMC
calculations, EHNMðρ; xÞ can be easily evaluated only for a
discrete set of x values. They correspond to a different
number of neutrons (Nn ¼ 66; 54; 38) and hyperons
(NΛ ¼ 1; 2; 14) in the simulation box giving momentum
closed shells. Hence, the function fðρ; xÞ provides an
analytical parametrization for the difference between
Monte Carlo energies of hyperneutron matter and pure
neutron matter in the (ρ; x) domain that we have consid-
ered. Corrections for the finite-size effects due to the
interaction are included as described in Ref. [60] for both
nucleon-nucleon and hyperon-nucleon forces. Finite-size
effects on the neutron kinetic energy arising when using
different number of neutrons have been corrected adopting
the same technique described in Ref. [61]. Possible addi-
tional finite-size effects for the hypernuclear systems have
been reduced by considering energy differences between
HNM and PNM calculated in the same simulation box, and
by correcting for the (small) change of neutron density.
As can be inferred by Eq. (2), both hyperon-nucleon

potential and correlations contribute to fðρ; xÞ, whose
dependence on ρ and x can be conveniently exploited
within a cluster expansion scheme. Our parametrization is

fðρ; xÞ ¼ c1
xð1 − xÞρ

ρ0
þ c2

xð1 − xÞ2ρ2

ρ20
: ð4Þ

Because the ΛΛ potential has not been included in the
model, we have only considered clusters with at most one

Λ. We checked that contributions coming from clusters of
two or more hyperons and three or more neutrons give
negligible contributions in the fitting procedure. We have
also tried other functional forms for fðx; ρÞ, including
polytropes inspired by those of Ref. [20]. Moreover, we
have fitted the Monte Carlo results using different x data
sets. The final results weakly depend on the choice of
parametrization and on the fit range, in particular for the
hyperon threshold density. The resulting EOSs and mass-
radius relations are represented by the shaded bands in
Fig. 1 and Fig. 2. The parameters c1 and c2 corresponding
to the centroids of the figures are listed in Table II.
Once fðρ; xÞ has been fitted, the chemical potentials for

neutrons and lambdas are evaluated via

μnðρ; xÞ ¼
∂EHNM

∂ρn ; μΛðρ; xÞ ¼
∂EHNM

∂ρΛ ; ð5Þ

where EHNM ¼ ρEHNM is the energy density. The hyperon
fraction as a function of the baryon density, xðρÞ, is
obtained by imposing the condition μΛ ¼ μn. The Λ
threshold density ρthΛ is determined where xðρÞ starts being
different from zero.
In Fig. 1 the EOS for PNM (green solid curve) and HNM

using the two-body ΛN interaction alone (red dotted curve)
and two- plus three-body hyperon-nucleon force in the
original parametrization (I) (blue dashed curve) are dis-
played. As expected, the presence of hyperons makes the
EOS softer. In particular, ρthΛ ¼ 0.24ð1Þ fm−3 if hyperons

TABLE I. Fitting parameters for the neutron matter EOS of
Eq. (3) [42].

a½MeV& α b½MeV& β

13.4(1) 0.514(3) 5.62(5) 2.436(5)
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FIG. 1 (color online). Equations of state. Green solid curve
refers to the PNM EOS calculated with the AV8’þ UIX
potential. The red dotted curve represents the EOS of hypermatter
with hyperons interacting via the two-body ΛN force alone. The
blue dashed curve is obtained including the three-body hyperon-
nucleon potential in the parametrization (I). Shaded regions
represent the uncertainties on the results as reported in the text.
The vertical dotted lines indicate the Λ threshold densities ρthΛ . In
the inset, neutron and lambda fractions corresponding to the two
HNM EOSs.

PRL 114, 092301 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending

6 MARCH 2015

092301-3

Page 2 of 6 Eur. Phys. J. A (2017) 53: 121

actions. In particular, an onset of repulsive effects is seen
around ρ0 corresponding to a Fermi momentum of kF !
1.34 fm−1 in symmetric nuclear matter.

In the present paper we reconsider this issue and ex-
tend the G-matrix calculations to higher densities. As
will be reported below, it turns out that the repulsive ef-
fects increase dramatically with rising densities. Already
at densities ρ ∼ (2–3)ρ0, where hyperons might appear in
the inner core of neutron stars according to the aforemen-
tioned studies [8–11], UΛ is basically repulsive.

A further new aspect to be studied here in the con-
text of SU(3) chiral EFT are effects from three-baryon
forces. Recently, a density-dependent effective baryon-
baryon interaction has been deduced from (irreducible)
chiral SU(3)-based three-baryon forces [23], in a scheme
consistent with the chiral Y N two-body interaction [24].
The derivation was done in close analogy to the work of
ref. [25] where density-dependent corrections to the NN -
interaction were calculated from the leading-order chiral
three-nucleon forces. The effective baryon-baryon interac-
tion is obtained from the three-baryon interaction by clos-
ing two nucleon lines into a loop, diagrammatically repre-
senting the sum over occupied states within the Fermi sea.
An exploratory evaluation [23] showed that the density-
dependent ΛN -interaction deduced from the irreducible
ΛNN three-body forces is repulsive. In the present paper
we examine this effect more quantitatively by including it
in a G-matrix calculation.

2 Formalism

The present study is performed using conventional
Brueckner theory. We summarize below only the essen-
tial elements. A more detailed description can be found
in refs. [19,26], see also ref. [27]. We consider a Λ (or Σ)
hyperon with momentum pY in nuclear or neutron matter
at density ρ. In order to determine the in-medium proper-
ties of these hyperons we employ the Brueckner reaction-
matrix formalism and calculate the Y N reaction matrix
GY N , defined by the Bethe-Goldstone equation

〈Y N |GY N (ζ)|Y N〉 = 〈Y N |V |Y N〉 +
∑

Y ′N

〈Y N |V |Y ′N〉

×〈Y ′N | Q

ζ − H0
|Y ′N〉 〈Y ′N |GY N (ζ)|Y N〉, (1)

with Y , Y ′ = Λ, Σ. Here, Q denotes the Pauli projection
operator which excludes intermediate Y N -states with the
nucleon inside the Fermi sea. The starting energy ζ for an
initial Y N -state with momenta pY and pN is given by

ζ = EY (pY ) + EN (pN ), (2)

where the single-particle energy Eα(pα) (α = Λ,Σ, N) in-
cludes not only the (nonrelativistic) kinetic energy and the
baryon mass but in addition the single-particle potential
Uα(pα, ρ):

Eα(pα) = Mα +
p 2

α

2Mα
+ Uα(pα, ρ) . (3)

The conventional “gap-choice” for the intermediate-state
spectrum is made. Using the “continuous choice” instead,
it was shown that the resulting Λ-nuclear potential depth
differs by less than 2% from the “gap-choice” calcula-
tion [20].

The Λ single-particle potential UΛ(pΛ, ρ) is given by
the following integral and sum over diagonal ΛN G-matrix
elements:

UΛ(pΛ, ρ) =
∫

|pN |<kF

d3pN

(2π)3
Tr〈pΛ,pN |GΛN (ζ)|pΛ,pN 〉 ,

(4)
where Tr denotes the trace in spin- and isospin-space.
Note that ρ = 2k3

F /3π2 for symmetric nuclear matter and
ρ = k3

F /3π2 for neutron matter. Equations (1) and (4)
are solved self-consistently in the standard way, with
UΛ(pΛ, ρ) appearing also in the starting energy ζ. As in
ref. [19] the nucleon single-particle potential UN (pN , ρ) is
taken from a calculation of pure nuclear or neutron matter
employing a phenomenological NN -potential. Specifically,
we resort to results for the Argonne v18 potential pub-
lished in ref. [28] which are available up to rather high
nuclear densities. As pointed out in ref. [26], calculations
of the Λ and Σ hyperon potentials in nuclear matter us-
ing the gap-choice are not too sensitive to the details of
UN (pN , ρ). Indeed, the difference for UΛ(pΛ = 0, ρ) using
UN (pN , ρ) from ref. [28] or the parameterization utilized
in ref. [19] amounts to less than 1 MeV at nuclear matter
saturation density ρ0.

In the present study we employ the Y N two-body
potentials derived in ref. [17] within SU(3) chiral EFT.
Specifically, we use the NLO interactions corresponding to
the cutoffs Λ = 450 MeV and 500 MeV. Both lead to values
of UΛ(0, ρ0) ≈ −30 MeV in line with empirical informa-
tion from the binding energies of heavy Λ-hypernuclei.

Furthermore, we perform calculations in which the
additional density-dependent effective ΛN -interaction de-
rived from the leading chiral ΛNN three-baryon force [24]
is taken into account. Details on its derivation and explicit
expressions can be found in ref. [23]. Here we just mention
that there are contributions to this force from two-pion ex-
change, one-pion exchange and a contact term. Two-pion
exchange gives rise to a spin-independent (central) inter-
action, and to symmetric and antisymmetric spin-orbit in-
teraction terms, while the other two components lead only
to central forces. SU(3) flavor symmetry and decuplet
saturation have been used to estimate the involved cou-
pling constants. Specifically, the ΛNN three-baryon force
is saturated via the excitation of the spin-3/2 Σ∗(1385)
resonance. There are only two parameters in the result-
ing density-dependent ΛN -interaction. One of these is
the coupling constant of octet and decuplet baryons with
the pseudoscalar meson-octet, denoted by C in ref. [23].
For this constant we use the large-Nc value C = 3gA/4,
where gA = 1.27 is the nucleon axial-vector coupling con-
stant. The other parameter, H ′ in ref. [23], is a combi-
nation of coupling constants of the four-baryon contact
terms. General dimensional scaling arguments have been
invoked which led to the estimated range H ′ ≈ ±1/f2

π ,
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Having the ensemble of interpolated EoSs at our disposal, we 
can determine the allowed behaviours of different physical quan-
tities. Figure 2a presents a three-dimensional (3D) rendering in 
which a representative sample of our EoSs is represented by thin 
black lines, all starting from a region characterized by the CET 
EoS and ending in a pQCD one. For comparison, we also include a 
large set of nuclear matter EoSs (thick black lines), corresponding 
to the hadronic EoSs of Fig. 1, obtained from refs. 9,20,21, of which 
we have discarded those incompatible with our observational con-
straints. The interpolated EoSs follow a non-trivial trajectory: at 
low densities, they follow a trend set by the nuclear EoSs but later 
deviate from it, signalling a change in the underlying physics. This 
transition corresponds to the change of (the logarithmic) slope of 
p(ϵ) visible around ϵc ≈ 400−700 MeV fm−3 in Fig. 1, which roughly 
coincides with the energy density inside free nucleons and with the 
location of the deconfinement transition at high temperatures22,23. 
At even higher densities, the interpolated EoSs approach the pQCD 
predictions for c2s

I
, p/pFD and γ (ref. 12).

On each of the EoS lines in Fig. 2a, the density reached in the 
centres of 1.4M⊙ NSs is marked with solid blue (interpolated 
EoSs) or empty cyan (nuclear EoSs) diamonds. The significant 
overlap between the two distributions shows that the material 
properties inside 1.4M⊙ stars are consistent with a description in 
terms of hadronic degrees of freedom. However, the same is not 
true for the majority of maximally massive stars (filled red and 
empty magenta circles), for which the two families of points are 
clearly separated in Fig. 2 (see Fig. 2b,c for two 2D projections of 
the 3D plot). This discrepancy shows that the material properties 
in the centres of the largest NSs are not consistent with the pres-
ence of hadronic matter except for a small number of EoSs with 
very large values of c2s

I
. As demonstrated in Extended Data Fig. 3, 

the vast majority of these points lie to the right of the kink on the 
EoS band, confirming the likely existence of quark cores inside 
the Mmax

I
 stars.

To make the above observations somewhat more quantitative, 
it would clearly be valuable to establish a connection between the 
physical phase of QCD matter and its EoS. To this end, we note that 

our results from Fig. 2 and the distinct values the polytropic index 
obtains in nuclear and quark matter calculations both suggest using 
the values of γ as a good approximate criterion. Given that γ = 1.75 
is both the average between its pQCD and CET limits and very close 
to the minimal value the quantity obtains in viable hadronic mod-
els (see Fig. 2 and our discussion in the Methods), we are led to 
choose the following criterion for separating hadronic from quark 
matter: given an interpolated EoS, the smallest density from which 
γ is continuously less than 1.75 to asymptotic densities is identified 
with the onset of quark matter. We emphasize, however, that this is 
only an approximate rule to guide our analysis, and not a robust or 
rigorous result.

As a first application of the above criterion, for NSs with 
M = 1.4M⊙ we find that the central polytropic index always satis-
fies γ ≳ 2, implying that the stars are composed of hadronic mat-
ter as expected. In contrast, maximally massive stars have γ values 
much closer to unity, indicating that they typically contain quark 
matter. In Fig. 3, we display the sizes of quark cores in the latter NSs. 
The core has a significant extent, Mcore>0:25M!

I
, for all those EoSs 

that satisfy c2s <0:5
I

. However, for extreme EoSs in which the speed 
of sound almost reaches that of light, the core may be significantly 
smaller or even absent. Note that this is consistent with the fuller 
picture given by Fig. 2, mentioned above.

If the maximal value of c2s
I
 exceeds 0.7, we find a small class of 

EoSs where even maximally massive stars do not contain quark 
cores according to our criterion. We find that each of these EoSs 
exhibits an interval in ϵ where γ < 0.5, which destabilizes the star. 
This corresponds to a rapid change in the EoS, and is practically 
indistinguishable from a first-order phase transition. The minimal 
latent heat (that is, the extent of the interval with γ < 0.5) required 
for the destabilization is (Δϵ)lat > 130 MeV fm−3, corresponding 
to a relative discontinuity of (Δϵ)lat/ϵ > 0.2 at the beginning of the 
transition. We thus find that for all stable NSs to be composed of 
hadronic matter alone, the EoS must both significantly violate the 
conformal limit and feature a sufficiently strong phase transition. 
Finally, two-solar-mass stars contain a quark core for all EoSs that 
satisfy c2s <0:4

I
, irrespective of the properties of the phase transition; 

for subconformal EoSs, featuring c2s <1=3
I

 at all densities, the radius 
of the core R ≈ 6.5 km is roughly half of the entire star’s radius.  
By contrast, if the EoS supports substantially higher maximal  
masses Mmax>2:25M!

I
, quark cores are absent in 2M⊙ stars 

(Extended Data Fig. 4).
In conclusion, our model-independent analysis has demon-

strated that the existence of quark cores in massive NSs should 
be considered the standard scenario, not an exotic alternative. 
For all stars to be made up of hadronic matter, the EoS of dense 
QCD matter must be truly extreme. This view is also consistent 
with recent NS radius measurements, which are compatible with 
the larger radii predicted by the less extreme EoSs (see discus-
sion in the Methods and Extended Data Fig. 5). Note, however, 
that our analysis does not preclude the possibility of massive, 
purely hadronic stars, even with less extreme EoSs, as quark 
cores may appear only at very high masses, even beyond 2M⊙. 
Nuclear-matter EoSs that predict purely hadronic 2M⊙ stars (for 
example, refs. 24–28) may therefore be compatible with our results 
until very high densities.

The existence of quark cores in at least some NSs and the 
fact that the nucleation of quark matter begins so close to the 
maximum-mass limit may have very interesting observable conse-
quences. In NS mergers, the core may lead to shock waves reflect-
ing from the quark–hadron interface inside hypermassive NSs. This 
may be particularly amplified if the conformal limit is strongly vio-
lated in hadronic matter, leading to large differences in the speeds 
of sound between the phases. In addition, the onset of the transition 
may give rise to dissipation during the merger in the form of a large 
effective bulk viscosity that may lead to an enhanced damping of the 
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speed-of-sound interpolation method introduced in this paper. The colour 
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reaches at any density. For comparison, the black lines stand for the 
different hadronic EoSs we have obtained from refs. 9,20,21. Finally, the light 
blue regions correspond to the CET and pQCD EoSs of refs. 12,14, and the 
rough location of the deconfinement transition in hot quark-gluon plasma, 
ϵQGP, is indicated for illustrative purposes.
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ringdown. Importantly, both of these have the potential to lead to 
observable effects in GW signals from NS mergers and the associ-
ated electromagnetic counterparts.

Finally, our results are systematically improvable with more 
observations. For example, there are several candidates for NSs 
with very large masses (see, for example, ref. 29). If even one of these 
stars turns out to have a mass significantly larger than 2M⊙, this 
would impose strong new constraints on the EoS and for example 
imply that the conformal bound must be broken. Similarly, with 
many binary-NS merger observations currently recorded by LIGO/
Virgo, the current limits on tidal deformability will inevitably 
become tighter, enabling additional improvements to our analysis. 
With these advances and the road map laid out in our work, further  

significant progress in understanding the nature of ultra-dense mat-
ter inside NSs can be expected in the near future.
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The theory governing the strong nuclear force—quantum 
chromodynamics—predicts that at sufficiently high energy 
densities, hadronic nuclear matter undergoes a decon-
finement transition to a new phase of quarks and gluons1. 
Although this has been observed in ultrarelativistic heavy-ion 
collisions2,3, it is currently an open question whether quark 
matter exists inside neutron stars4. By combining astrophysi-
cal observations and theoretical ab initio calculations in a 
model-independent way, we find that the inferred properties 
of matter in the cores of neutron stars with mass correspond-
ing to 1.4 solar masses (M⊙) are compatible with nuclear  
model calculations. However, the matter in the interior of 
maximally massive stable neutron stars exhibits characteris-
tics of the deconfined phase, which we interpret as evidence 
for the presence of quark-matter cores. For the heaviest reli-
ably observed neutron stars5,6 with mass M!≈!2M⊙, the pres-
ence of quark matter is found to be linked to the behaviour 
of the speed of sound cs in strongly interacting matter. If the 
conformal bound c2s ! 1=3

I
 (ref. 7) is not strongly violated, mas-

sive neutron stars are predicted to have sizable quark-matter 
cores. This finding has important implications for the phe-
nomenology of neutron stars and affects the dynamics  
of neutron star mergers with at least one sufficiently  
massive participant.

Observations of neutron stars (NSs) inform us about the prop-
erties of matter inside their cores in an indirect way. Translating 
them to statements about NS matter requires the modelling 
of strongly interacting matter all the way from the crust to the 
highest densities reached inside the stars. The lack of accurate 
first-principles predictions at densities beyond the nuclear mat-
ter saturation (baryon number) density n0 ≈ 0.16 fm−3 has so far 
prevented determination of the phase of matter inside NS cores, 
and it is unlikely that the question will be answered based on 
gravitational wave (GW) data alone, at least in the near future8. 
Nevertheless, recent observations are beginning to offer empirical 
constraints so strong that a model-independent approach to the 
problem has become feasible.

The equation of state (EoS) of NS matter (the relation p(ϵ) 
between the pressure and energy density of beta-equilibrated mat-
ter interacting under quantum chromodynamics (QCD) at temper-
ature T = 0) is known in two opposing limits. From the well-studied 
NS crust region9 to the density nCET ≡ 1.1n0, where matter resides 
in the hadronic-matter phase, modern nuclear-theory machinery, 
such as chiral effective field theory (CET), provides the EoS to good 
precision, currently better than ±24% (refs. 10,11). In the opposite 

limit of very high densities, perturbative-QCD (pQCD) techniques, 
rooted in high-energy particle phenomenology and built on decon-
fined quark and gluon degrees of freedom12,13, become accurate, 
providing the quark-matter EoS to the same accuracy at densities 
n ≳ 40n0 ≡ npQCD.

In the above two limits, QCD matter is known to exhibit mark-
edly different properties. High-density quark matter is approxi-
mately scale-invariant, or conformal, whereas in hadronic matter 
the number of degrees of freedom is much smaller and scale invari-
ance is also violated by the breaking of chiral symmetry. These 
qualitative differences are reflected in the values taken by differ-
ent physical quantities. The speed of sound takes the constant 
value c2s ¼ 1=3

I
 in exactly conformal matter and slowly approaches 

this number from below in high-density quark matter12. By con-
trast, in hadronic matter, the quantity varies considerably: below 
saturation density, CET calculations indicate c2s ! 1=3

I
, while at 

higher densities most hadronic models predict maxðc2s Þ≳0:5
I

. The 
polytropic index γ ! dðln pÞ=dðln ϵÞ

I
, on the other hand, has the 

value γ = 1 in conformal matter, while both CET calculations and 
hadronic models generically predict γ ≈ 2.5 around and above 
saturation density. Finally, the number of degrees of freedom is 
reflected in the pressure normalized by that of free quark matter 
(the Fermi-Dirac (FD) limit), p/pFD (ref. 12). This quantity obtains 
values of order 0.1 in CET calculations and hadronic models, 
while pQCD predictions typically fall inside the range [0.5, 0.8] 
around n = npQCD.

In the intermediate density range, nCET < n < npQCD, where NS 
cores lie, a robust model-independent approach is to introduce a set 
of basis functions to interpolate the EoS, thus creating an ensemble 
of all viable NS-matter EoSs14–17. To remove possible bias origi-
nating from the choice of basis functions, we have used multiple 
interpolation methods, finding consistent EoS and NS mass–radius 
(MR) regions, as reviewed in the Methods (and shown in Extended 
Data Fig. 1). Given this agreement, in the following we present 
results from a new ‘speed-of-sound’ interpolation method we have 
developed here, which has the added benefit of keeping track of 
the stiffness of the EoS and allows for arbitrarily strong crossover 
transitions, tantamount to discontinuous first-order transitions. We 
impose the following two robust astrophysical constraints on the 
EoS: the requirement of supporting a 1.97M⊙ NS (refs. 5,6) and that 
the tidal deformability Λ for a 1.4M⊙ star obeys 70 < Λ(1.4M⊙) < 580 
(refs. 18,19). In total, we analysed ~570,000 EoSs (displayed in  
Fig. 1), to which we apply a mild smoothness condition in some 
individual analyses, as discussed in the Methods (and shown in 
Extended Data Fig. 2).

Evidence for quark-matter cores in massive 
neutron stars
Eemeli Annala! !1, Tyler Gorda! !2�ᅒ, Aleksi Kurkela! !3,4�ᅒ, Joonas Nättilä! !5,6,7 and Aleksi Vuorinen! !1�ᅒ
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研究人员解释说，我们周围所有普通物质都由原子组成，原子核由质子、中子及围绕在其周围的电子组成。但在中子星
内部，原子会坍塌成密度极高的核物质，其中中子和质子紧紧“依偎”在一起，因此整个中子星可视为一个巨大的核。科
学家一直不清楚，质量最大中子星内核中的物质是否会坍塌成更奇特的夸克物质。
第一原则性计算表明，最大稳定质量中子星核内的物质，与夸克物质的相似度远高于与普通核物质的相似度，同时该夸
克物质核的直径可能超过整个中子星直径的一半。

促成这一新发现的关键在于天体物理学研究近期取得的两个重要成果：中子星并和产生的引力波的测定，以及对质量接
近两倍太阳质量的大型中子星的探测。
科技日报：http://digitalpaper.stdaily.com/http_www.kjrb.com/kjrb/html/2020-06/04/content_446111.htm?div=-1
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Dalitz教授对早期超氚核结合能的点评
M. Jurid et al., Hypernuclei binding energies 9 

Table 2 
Comparison of the B A values for the s-shell hypernuclei obtained by Bohm et al. [2] and in this 
work 

B A + /XB A (MeV) 6 B A (MeV) 

Bohm et al. a) This work 

~xH 0.0l -+ 0.07 0.15 + 0.08 0.14 ± 0.11 

~H b) 2.09 ± 0.06 2.08 -+ 0.06 0.01 ± 0.09 

~He 2.39 ± 0.04 2.42 -+ 0.04 0.03 ± 0.06 

~He 3.08 ± 0.02 3.17 ± 0.02 0.09 ± 0.03 

a) The small difference appearing between some of the quoted values and those reported by 
Bohm et al. (sec table 3 of ref. [2]) come from the procedure used in calculating the mean 
values. In Bohm ct al. a cut based on both the momentum and energy balances was applied. 
The value quoted here were obtained by the iterative procedure based on a cut at 3 standard 
deviations from the mean B A as in this experiment. 

b) Excluding n-recoil decays. 

3.2. Binding energies o f  the s-shell hypernuclei 

3.2.1. The 3H hypernucleus 
From the observation o f  82 examples  of  3H,  the binding energy of  this hypernu-  

cleus is found to be 0.15 + 0.08 MeV. An accurate de terminat ion  of  the binding en- 
ergy o f  the 3AH hypernucleus  is of  great importance to est imate the strength o f  the 
AN interact ion in the singlet state. Combining the result obta ined in this exper iment  
with the data compi led  by Bohm et al. [2], reanalysed using the me thods  and selection 
criteria defined in the present work, the best es t imate for the binding energy of  3H 
is found to be B A = 0.13 + 0.05 MeV. 

3.2.2. The mass 4 hypernuclei 
If  charge symmet ry  holds  for the AN interact ion,  the 4 AH and 4He  hypernucle i ,  

members  of  an isotopic spin doublet ,  should have equal binding energies once the 
contr ibut ions  f rom the distort ions of  the core nuclei and the Coulomb effects  have 
been taken into account .  Defini te  deviations f rom this predict ion indicating a higher 
B A value for 4He  have been repor ted  first by R a y m u n d  [14] and conf i rmed by 
Gajewski et al. [9] and Bohm et al. [2]. The data o f  this exper iment  presented in 
table 2 give B A (4He)  - B a (4H)  = + 0.34 + 0.08 MeV *.Charge symmet ry  breaking 

* Studying the apparent variation of the mass of the A hyperon as a function of the decay pion 
range, Bohm et al. [13] have shown that there exists an error in the pion range-energy relation 
for pion ranges greater than 3 cm. Tile range of the pion from the (n-  + 4He) decay mode of 
~kH being about 4 cm, the BAvalues calculated from two-body decays have not been included 
in this work. 

G. Bohm et al., Nucl. Phys. B4, 511 (1968)
This work : M. Juric, G. Bohm et al., Nucl. Phys. B52,1 (1973)

重离子碰撞实验的切入点：超核少体系统。早期实验数据的统计误差大，结论不明显

Yuhui Zhu HENPIC EVO, November 8th, 2012
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Smaller Lifetime?

Modifications to the previous theoretical assumptions

1. Decay rates?
2. Binding energy?

Different Construction?  

Thanks!
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BΛ = 0.13 ± 0.05MeV

Achenbach, PoS (Hadron 2017) 207

“I feel that we are far from seeing the end of this road. A good deal of theoretical work 
on this 3-body system would still be well justified.” Dalitz Nucl. Phys. A 754, 14 (2005)
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“Resolving the Lambda Hypernuclear Overbinding
Problem in Pionless Effective Field Theory”

Contessi, Barnea and Gal, PRL 121, 102502 (2018)

MAMI A1 Col. PRL 114, 232501 (2015)；
J-PARK E13 Col., PRL 115, 222501 (2015)

超核少体系统显著的问题
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FIG. 4. (color online). Pion momentum distribution in SpekC in the region of interest with a fit

composed of a Gaussian resolution function convoluted with a Landau distribution representing the

energy loss on top of the background function. The observed signal shape and width are consistent

with the simulation.

range 110�194MeV/c, and at 194.3MeV/c the monochromatic peak of stopped ⌃� decays is

found. Inside the momentum and angular acceptances of the spectrometer the background

spectrum is featureless and its momentum dependence is practically flat. From the fit result

5.5 events/bin can be attributed to ⌃� decays in the measured spectrum.

A localized excess of events over this background was observed inside the region of interest

near to p⇡ ⇡ 133MeV/c that is a unique signature for 4

⇤
H ! 4He+⇡�. The region of interest

for 4

⇤
H was not inside the acceptance of SpekA.

e. Result and Discussion— Fig. 4 shows the pion momentum distribution in SpekC in

the region of interest. The spectrum was fitted by a function that is composed of a signal s

that is formed by a Landau distribution representing the known energy loss convoluted with

a Gaussian resolution function on top of the known background bg, minimizing the negative

logarithm of the likelihood L(s + bg). The spectrum was also fitted with the background-

only function. The corresponding significance level of the signal calculated via the likelihood

ratio following Ref. [25] is SL =
q
�2 ln(L(bg)/L(s+ bg)) = 5.2. The shape of the peak was

9

ambiguities in the reconstructed vertex point and in the Ge
detector positions. The peak fitting result for the Doppler-
shift-corrected spectrum is presented in Fig. 5(b). The γ-ray
energy and yield were extracted to be 1406! 2ðstatÞ !
2ðsystÞ keV and 95! 13 counts, respectively, with a peak
significance of 7.4σ and a reduced χ2 of 1.2. A dominant
source of the systematic error comes from position inac-
curacy of the reaction vertex and of the Ge detectors for
correcting the Doppler shift. The peak energy varies less
than 1 keV with different background functions used in the
fitting. The obtained yield is consistent with an expected
value based on a distorted-wave impulse approximation
calculation [16] within a factor of 3.
In the present work, the γ-ray transition of 4

ΛHeð1þ →
0þÞ was unambiguously observed, and the excitation
energy of the 4

ΛHeð1þÞ state was precisely determined to
be 1.406! 0.002! 0.002 MeV, by adding a nuclear recoil
correction of 0.2 keV. By comparing it to the previously
measured spacing of 4

ΛH (1.09! 0.02 MeV), the existence
of CSB in the ΛN interaction has been definitively
confirmed. It is to be mentioned that two old experiments
using stopped K− on 6Li and 7Li targets had reported
hints of unassigned γ-ray peaks at 1.42! 0.02 MeV [17]

and 1.45! 0.05 MeV [6], respectively. It is presumed
that those γ rays came from 4

ΛHe produced as a
hyperfragment. By combining the emulsion data of
BΛ(

4
ΛHeð0þÞ), the present result gives BΛ(

4
ΛHeð1þÞ) ¼

0.98! 0.03 MeV, as shown in Fig. 1. By comparing it to
BΛ(

4
ΛHð1þÞ) ¼ 0.95! 0.04 MeV, obtained from the

emulsion data of BΛ(
4
ΛHð0þÞ) and the 4

ΛH γ-ray data,
the present result leads to ΔBΛð1þÞ ¼ BΛ(

4
ΛHeð1þÞ)−

BΛ(
4
ΛHð1þÞ) ¼ 0.03! 0.05 MeV. Therefore, the CSB

effect is strongly spin dependent, being at least one order
of magnitude smaller in the 1þ state than in the 0þ state.
This demonstrates that the underlying ΛN CSB interaction
has spin dependence. Our finding suggests that Σmixing in
Λ hypernuclei is responsible for the CSB effect since the 1þ

state in 4
ΛH=

4
ΛHe receives a one order of magnitude smaller

energy shift due to Λ-Σ mixing than the 0þ state [18,19],
which is caused by strong ΛN-ΣN interaction in the two-
body spin-triplet channel.
Recently, Gal estimated the CSB effect [20] using a

central-force ΛN-ΣN interaction (the D2 potential in
Ref. [18]), in contrast to the widely used tensor-force
dominated ΛN-ΣN interaction in the Nijmegen one-boson
exchange models. His ΔBΛð1þÞ values are in agreement
with the present observation. Further theoretical studies
may reveal not only the origin of the CSB effect but also the
properties of Λ-Σ mixing in hypernuclei.
In summary, the J-PARC E13 experiment clearly iden-

tified a γ-ray transition from 4
ΛHe produced by the

4HeðK−; π−Þ reaction and determined the energy spacing

FIG. 4 (color online). γ-ray energy spectra measured by Hyper-
ball-J in coincidence with the 4HeðK−; π−Þ reaction. Missing
mass selections are applied to the highly unbound region
(Eex > þ20 MeV) for (a) and (b), and to the 4

ΛHe bound region
(−4 < Eex < þ6 MeV) for (c) and (d). An event-by-event
Doppler correction is applied for (b) and (d). A single peak is
observed in (d) attributed to the M1ð1þ → 0þÞ transition.

FIG. 5 (color online). (a) Simulated shapes of a 1.4 MeV γ-ray
peak: the thin black line corresponds to a γ ray emitted at rest,
the dotted red line to a γ ray emitted by the recoiling 4

ΛHe. The
thick blue line is the result of the Doppler-shift correction applied
to the dotted one. (b) The fit of the simulated peak shape to the
present data.
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To resolve this problem, confirmation and improvement
of experimental data on CSB are also necessary. Since
systematic errors are not well evaluated in the old emulsion
data for BΛ, new data, ideally also gathered by different
experimental methods, have been awaited. Recently, the π−

momentum in the 4
ΛH → 4Heþ π− weak decay was pre-

cisely measured at MAMI-C [5], and the obtained value of
BΛ(

4
ΛHð0þÞ) ¼ 2.12% 0.01ðstatÞ % 0.09ðsystÞ MeV is

consistent with the emulsion value.
The BΛ difference for the excited 1þ states provides

additional important information on the spin dependent
CSB effect from which the origin of CSB can be studied.
The BΛ values for the 1þ state are obtained via the
1þ → 0þ γ-ray transition energies. The 4

ΛH γ ray was
measured three times, and the 4

ΛHð1þ; 0þÞ energy spacing
was determined to be 1.09% 0.02 MeV as the weighted
average of these three measurements (1.09% 0.03 MeV
[6], 1.04% 0.04 MeV [7], and 1.114% 0.030 MeV [8]), as
shown in Fig. 1 (on the left). On the other hand, observation
of the 4

ΛHe γ ray was reported only once by an experiment
with stopped K− absorption on a 7Li target, which claimed
the (1þ, 0þ) energy spacing to be 1.15% 0.04 MeV [7].
This result suggests a significantly large CSB effect also in
the 1þ state with ΔBΛð1þÞ ¼ 0.29% 0.06 MeV. However,
this 4

ΛHe γ-ray spectrum is statistically insufficient, and
identification of the 4

ΛHe hyperfragment through high
energy γ rays attributed to the 4

ΛHe →
4Heþ π0 weak

decay seems to be ambiguous.
In order to clarify this situation, we performed a γ-ray

spectroscopic experiment for 4
ΛHe at J-PARC [9], in which

the 1þ excited state of 4
ΛHe was directly produced via the

4HeðK−; π−Þ reaction with a 1.5 GeV=cK− beam, and γ
rays were measured using germanium (Ge) detectors with

an energy resolution one order of magnitude better than that
of the NaI counters used in all of the previous 4

ΛH and
4
ΛHe γ-ray experiments. In this Letter, we present the result
which clearly supersedes the previously claimed γ-ray
transition energy and firmly establishes the level scheme
of 4

ΛHe, as shown in Fig. 1 (on the right).
The J-PARC E13 experiment was carried out at the K1.8

beam line in the J-PARC Hadron Experimental Facility
[10]. The 4HeðK−; π−Þ reaction was used to produce
4
ΛHeð1þÞ, which was populated via the spin-flip amplitude
of the K− þ n → Λþ π− process. A beam momentum of
1.5 GeV=c was chosen considering the elementary cross
section of the spin-flip Λ production and the available
beam intensity. A 2.8 g=cm2-thick liquid 4He target was
irradiated with a total of 2.3 × 1010 kaons. A K− beam
(K−=π− ¼ 2 ∼ 3) was delivered to the target with a typical
intensity of 3 × 105 over a 2.1 s duration of the beam spill
occurring every 6 s. Incident K− and outgoing π− mesons
were particle identified and momentum analyzed by the
beam line spectrometer and the Superconducting Kaon
Spectrometer (SKS) [11], respectively. In addition, γ rays
were detected by a Ge detector array (Hyperball-J) sur-
rounding the target. Through a coincidence measurement
between these spectrometer systems and Hyperball-J, γ
rays from hypernuclei were measured. The detector system
surrounding the target is shown in Fig. 2.
The detector setting in SKS was configured for γ-ray

spectroscopic experiments via the ðK−; π−Þ reaction
(SksMinus). SksMinus had a large acceptance
(∼100 msr) for detecting the outgoing pions in the labo-
ratory scattering angle range of θKπ ¼ 0°–20°. The

FIG. 1 (color online). Level schemes of the mirror hypernuclei,
4
ΛH and 4

ΛHe. Λ binding energies (BΛ) of 4
ΛHð0þÞ and 4

ΛHeð0þÞ
are taken from past emulsion experiments [2]. BΛ(

4
ΛHeð1þÞ) and

BΛ(
4
ΛHð1þÞ) are obtained using the present data and past γ-ray

data [6–8], respectively. Recently, BΛ(
4
ΛHð0þÞ) ¼ 2.12%

0.01ðstatÞ % 0.09ðsystÞ MeV was obtained with an independent
technique [5].

FIG. 2 (color online). A schematic view of the experimental
setup around the liquid 4He target (side view). SKS is a super-
conducting dipole magnet (2.5 T); BH2 is a plastic scintillation
counter hodoscope; BAC1,2 and SAC1 are aerogel Čerenkov
counters with n ¼ 1.03; SDC1,2 are drift chambers. SP0 is an
electromagnetic shower counter to tag high energy photons from
π0 decay. Hyperball-J consists of 27 Ge detectors, each sur-
rounded by PWO counters for background suppression.
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我们的测量结果

Λ BΛ S n

S p BΛ A ! 15 BΛ
7
Λ

A > 15 S n S p

BΛ S n S p

Table 4.    Comparison between the   separation energy ( ) for each listed hypernucleus and the binding energy of the last neutron ( ) and proton
( ) in the corresponding nucleus with the same A and Z. The   values for hypernuclei with   are the recalibrated   from 1973 (except for
He, where the recalibrated 1968 data is used), while the data for hypernuclei with   are from Ref. [9]. The   and   values are taken from the

database maintained by the International Atomic Energy Agency (IAEA) [54].  ,   and   are in units of MeV.

3
Λ
H (t) 4

Λ
He (4He) 5

Λ
He (5He) 6

Λ
He (6He) 7

Λ
He (7He) 7

Λ
Li (7Li) 7

Λ
Be (7Be)

BΛ 0.27 ± 0.08 2.53 ± 0.04 3.28 ± 0.02 4.39 ± 0.13 4.34 ± 0.25 5.77 ± 0.04 5.17 ± 0.11

S n 6.26 20.58 −0.74 ± 0.02 1.71 ± 0.02 −0.41 ± 0.01 7.25 10.68

S p No data 19.81 20.68 ± 0.10 22.59 ± 0.09 23.09 ± 0.25 9.97 5.61

8
Λ
Li (8Li) 8

Λ
Be (8Be) 9

Λ
Li (9Li) 9

Λ
Be (9Be) 9

Λ
B (9B) 10

Λ
Be (10Be) 10

Λ
B (10B)

BΛ 6.94 ± 0.03 7.02 ± 0.07 8.70 ± 0.17 6.93 ± 0.03 7.98 ± 0.15 9.40 ± 0.26 8.93 ± 0.12

S n 2.03 18.90 4.06 1.66 18.58 6.81 8.44

S p 12.42 17.25 13.94 16.89 −0.19 19.64 6.59

11
Λ
B (11B) 12

Λ
B (12B) 13

Λ
C (13C) 15

Λ
N (15N) 16

Λ
N (16N) 16

Λ
O (16O) 28

Λ
Si (28Si)

BΛ 10.37 ± 0.06 11.58 ± 0.07 11.57 ± 0.12 13.72 ± 0.14 13.76 ± 0.16 13.0 ± 0.2 17.2 ± 0.2

S n 11.45 3.37 4.95 10.83 2.49 15.66 17.18

S p 11.23 14.10 17.53 10.21 11.48 12.13 11.58

32
Λ
S (32S) 51

Λ
V (51V) 52

Λ
V (52V) 89

Λ
Y (89Y) 139

Λ
La (139La) 208

Λ
Pb (208Pb)

BΛ 17.5 ± 0.5 21.5 ± 0.6 21.8 ± 0.3 23.6 ± 0.5 25.1 ± 1.2 26.9 ± 0.8

S n 15.04 11.05 7.31 11.48 8.78 7.37

S p 8.86 8.06 9.00 7.08 6.25 8.00
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Fig.  3.      (color online) The hypernuclear   separation energy   as a function of  .  The original  and the recalibrated values are
shown together with the latest measurement for  H by the STAR collaboration [24], the measurement for  H by the A1 collabora-
tion [42], the measurements for  He,  Li,  Be, and  B by JLab [43, 46-48], and the measurements for  Li,  Be,  B,  C, and  N
by the DA NE-FINUDA collaboration [44, 45, 49]. The error bars are the reported uncertainties. The caps and error bars shown for
the STAR, A1, JLab, and DA NE-FINUDA measurements are the systematic and statistical uncertainty, respectively. The dashed
black curve in the left panel was obtained by solving the Schrödinger equation with the standard Woods-Saxon potential [9], and the
solid black curve is a semi-empirical formula [50]. The green vertical lines near the experimental points are several representative
few-body calculations [11, 27]. The right panel shows a magnified view, where the markers for STAR, A1, JLab, and DA NE-FI-
NUDA are displaced slightly from their corresponding mass numbers for visiblity.
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结合能和衰变寿命

to determine B⇤ indirectly than the total width [2, 15].
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Figure 9: Partial decay widths �i for ↵PDG
� in units of the free ⇤ width �⇤ as a function of the ⇤ separation

energy B⇤. The ratio R = �3He/ (�3He + �pd) is also shown. The experimental values B⇤ = (0.13 ± 0.05)
MeV [8] and B⇤ = (0.41 ± 0.12 ± 0.11) MeV [9] are indicated by the shaded light (green) and dark (blue)
rectangular areas, respectively. �FSI

Nd
gives the partial width into Nd in the absence of final state interactions.

For clarity, the EFT uncertainties are shown by bands only for R and �3
H⇤

.

.

The partial widths for the ⇤ separation energies B⇤ = 0.13 MeV and B⇤ = 0.41 MeV for the
old and new PDG values of ↵� are listed in Table II. The uncertainty of the partial widths from
higher orders in the EFT expansion is given by

p
mB⇤/3/�d as discussed in Sec. II. Standard

error propagation leads to an absolute uncertainty of 0.05 and 0.11 respectively in the ratio R =
�3He/ (�3He + �pd) given in the second last line of Table II. Our results with ↵2018

� compare very
well with the result obtained by Ref. [26]. Note that the peak of the di↵erential decay width is
slightly shifted due to the di↵erent particle thresholds. Considering only the phase space it seems
reasonable that the width is decreasing for larger B⇤ since the available phase space gets smaller.
The result obtained by Congleton [2] is in agreement with the ratio R, which was measured before
[11, 13, 15, 29]. However, the total width is about 15% higher. Although the decay constant changes
by about 15% compared to the old value ↵2018

� , the impact on the decay rates is much smaller for
small binding energies B⇤. While the change of the partial decay width is in the order of a few
percent, the total width changes barely at all. We note that the Coulomb interaction is not included
explicitly in this calculation, which might shift the lifetime in the charged channel. However, part

12

Observable B⇤ = 0.13 MeV B⇤ = 0.41 MeV

↵� 0.642 0.732 0.642 0.732

(�pd + �nd) /�⇤ 0.612 0.612 0.415 0.416

(�3He + �3H) /�⇤ 0.382 0.363 0.569 0.541

�3
⇤H/�⇤ 0.992 0.975 0.984 0.956

�3He/ (�3He + �pd) 0.384 0.373 0.578 0.566

⌧3
⇤H[ps] 264.7 269.8 267.6 275.0

Table II: Widths and lifetimes for two binding energies for di↵erent ↵�. The results assume the empirical
isospin rule . The widths are given as a fraction of the ⇤ free width corresponding to ⌧⇤ = 263.2 ps. All
lifetimes are given in ps. EFT uncertainties are discussed in the main text.

of the Coulomb interaction is included implicitly due to the tuning of �Nd to reproduce the correct
trinucleon binding energy (see Eq. (10)). Our calculation supports the picture that for small B⇤ the
lifetime of the hypertriton is mainly determined by the free ⇤ lifetime with some small corrections.

The results of this work compare di↵erently to the recent heavy ion collision experiments. Our
results for low binding energy B⇤ lie within the error bars of the value close to the free ⇤ width [20],
while other measurements tend to lie lower [16–19]. Despite giving values for the lifetime within
a large range 60 � 400 ps (see also Fig. 2), older emulsion experiments give relatively consistent
experimental values for the branching ratio R = �3He/ (�3He + �pd) ranging from R = 0.30±0.07 to
0.39±0.07 [11, 13, 15, 29]. Both values are in agreement with our value R|B⇤=0.13 MeV = 0.37±0.05
for B⇤ = 0.13 MeV, while the ratio R|B⇤=0.41 MeV = 0.57 ± 0.11 comes out much larger, see
also Table II. Further on, this value is larger than the value of RSTAR = 0.32 ± 0.05 ± 0.08
reported by STAR [19]. Requiring consistency with the experimental R values, our calculation
thus favors smaller binding energies. Taking into account the uncertainty in our calculation and
the experimental errors for R, however, the recent STAR result B⇤ = (0.41± 0.12± 0.11) MeV [9]
cannot be excluded.

C. E↵ects of isospin splitting

A discussed above, we have explicitly calculated the charged pion channels and estimated the
neutral pion channels by applying the empirical �I = 1/2 rule. We used an average nucleon
mass, the neutral pion mass M⇡0 = 135.0 MeV and neglected the Coulomb repulsion between the
deuteron and the proton. To estimate the accuracy of this approximation, we also calculated the
charged channels explicitly using the charged pion mass and the triton binding energy as input.
The latter leads to a change in the final state trinucleon binding momentum �Nd in Eq. (10) of
about 10%. This change, however, is absorbed completely by kinematic changes and di↵erences
in the masses. Overall, we obtain a shift by less than 1% downwards for the sum of the channels
decaying into a deuteron, while the the width for decay into the trinucleon bound states goes up
by about 2%. Hence the correction to the total width is negligibly small (< 0.1%). The ratio
R moves up slightly, resulting in R = 0.38. This shift is significantly smaller than the estimated
uncertainty of our leading order calculation.
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Perez-Obiol, Gazda, Friedman and Gal, arXiv:2006.16718
Hildenbrand and Hammer, arXiv:2007.10122

à从130到410 KeV，对寿命的影响很小

3
ΛH and 3

Λ
H lifetime in Pb–Pb collisions at

√
sNN = 5.02 TeV ALICE Collaboration

4 Discussion and conclusions

Thanks to the large data sample of heavy-ion collisions at
√

sNN = 5.02 TeV provided by the LHC
and to the excellent tracking and particle identification performance of the ALICE apparatus we have
determined a precise value for the 3

ΛH lifetime. The measured τ = 242+34
−38 (stat.) ± 17 (syst.) ps is shown

as a full red diamond in Fig. 5 together with other experimental results and theoretical estimates.

0

100

200

300

400

500

Li
fe

tim
e 

(p
s)

PR 136 (1964) B1803

PRL 20 (1968) 819
PR 180 (1969) 1307

NPB 16 (1970) 46

PRD 1 (1970) 66
NPB 67 (1973) 269

Science 328 (2010) 58
NPA 913 (2013) 170

PLB 754 (2016) 360

PRC 97 (2018) 054909

ALICE
Pb 5.02 TeV−Pb

 lifetime - PDG valueΛ

H average lifetimeΛ
3 

Theoretical prediction

, PRC 57 (1998) 1595et al.H. Kamada 

R.H. Dalitz, M. Rayet, Nuo. Cim. 46 (1966) 786

J. G. Congleton, J. Phys G Nucl. Part. Phys. 18 (1992) 339

A. Gal, H. Garcilazo, PLB 791 (2019) 48-53

Figure 5: Collection of the 3
ΛH lifetime measurements obtained with different experimental techniques. The

vertical lines and boxes are the statistical and systematic uncertainties respectively. The orange band represents the
average of the lifetime values and the lines at the edge correspond to 1σ uncertainty. The dashed-dotted lines are
four theoretical predictions.

Early experiments [15–20] were performed with visualizing techniques, namely photographic emul-
sion and 3He filled bubble chambers, where the tracks formed due to passage of charged particles were
recorded visually. Most of the results obtained using these techniques had large uncertainties due to
the limited size of the data sample at disposal. Furthermore, these measurements prevented a definite
conclusion on the agreement with the theoretical predictions, which foresee a lifetime close to the value
of the free Λ hyperon. It is worthwhile to note that the small binding energy of the hypertriton makes
the Λ spend most of the time far from the deuteron core thereby not affecting the lifetime due to Y-N
interaction.

The recent determination of the lifetime τ of (anti-)3
ΛH of 182+89

−45 (stat.) ± 27 (syst.) ps, measured for the
first time in Au–Au collisions via two-body decay by the STAR experiment at RHIC [8], revived the in-
terest for a more precise determination of the lifetime. The HypHI Collaboration at GSI reported a value
of τ = 183+42

−32 (stat.) ± 37 (syst.) ps [9], which was obtained by studying the projectile fragmentation of
6Li at 2 AGeV on a carbon target. Very recently, the ALICE experiment at the LHC measured a lifetime
value τ = 181+54

−38 (stat.) ± 33 (syst.) ps [10] using the data from Pb–Pb collisions at
√

sNN = 2.76 TeV
and the invariant mass analysis of the two-body decay channel. The average value of all results available
up to 2016 was τ = 215+18

−16 ps [10], much lower than the theoretical estimates, motivating the need for
a measurement with improved precision. The STAR Collaboration performed a new analysis [22] com-
bining the two-body and the three-body decay channels using the data sample of the RHIC beam energy

9

• 早期实验数据给出不一致测量结
果

• 现代加速器测量指出超氚核寿命
比Λ超子的小
ALICE Col. Phys. Lett. B 797, 134905 (2019)
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Au+Au at 200GeV, 0-80%
大系统 à 小系统（源尺寸差异）
STAR Col. PRL 114, 022301 (2015); ALICE Col. Phys. Lett. B 797,134822 (2019)
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Fig. 2. !–! correlations measured in pp collisions at √s = 13 TeV (left panel) and p–Pb collisions at √sNN = 5.02 TeV (right panel) together with the functions computed 
by the different models [20]. The tested potentials are converted to correlation functions using CATS and the baseline is refitted for each model. The effects of momentum 
resolution and residuals are included in the theory curves.

existing model predictions are summarized in [20] and the corre-
sponding potentials V (r) are parametrized in a local form using a 
double-Gaussian function. The correlation function depends on the 
nature of the underlying interaction and Fig. 2 shows the exper-
imental !–! correlations measured in pp collisions at 

√
s = 13

TeV (left panel) and p–Pb collisions at √
sNN = 5.02 TeV (right 

panel) together with the correlation functions obtained for differ-
ent meson-exchange interaction potentials employing CATS. Mod-
els with a strongly attractive interaction ( f −1

0 ! 1 and positive), 
like the Ehime [17] potential, result in a large enhancement of the 
correlation function at low momenta which overshoots the data 
significantly both in pp and p–Pb collisions. The same is valid for 
potentials corresponding to a shallow bound state ( f −1

0 → 0 and 
negative), e.g. NF44 [19].

The other tested potentials correspond either to a bound state 
or a shallow attractive ( f −1

0 " 1) non-binding interaction. However, 
those two very different scenarios result in similar correlations and 
are difficult to separate. This is evident from Fig. 2 as all of the 
ESC08 [48], HKMYY [22] and Nijmegen ND46 [18] models produce 
comparable results and are compatible with the experimental data, 
even though their scattering parameters are different. In particular, 
ND46 predicts a bound state, while the ESC08 and HKMYY models 
describe a shallow attractive potential and the latter is consistent 
with hypernuclei data [7,8].

The Lednický model can be used to compute C(k∗) for any f −1
0

and d0. Thus a scan over the scattering parameters can be pre-
formed and the agreement to the experimental data can be quan-
tified. The Lednický model breaks down for source sizes smaller 
than the effective range, especially when dealing with repulsive 
interactions [25], as it produces unphysical negative correlation 
functions. As there are no realistic models predicting such an in-
teraction, this study is not affected. Nevertheless, all models de-
scribed in [20] are explicitly tested by comparing the correlation 
functions obtained using the exact solution provided by CATS with 
the approximate solution evaluated using the Lednický model. The 
deviations are on the percent level and are neglected.

Another assumption, which the Lednický model is based on, is 
a Gaussian profile of the source. The EPOS [34] transport model 
predicts a non-Gaussian emission profile [35], and the effects of 
short lived resonances are included. This source was adopted in 
CATS, by tuning its width such as to describe the p–p correlation 
function, and the predicted C(k∗) for all of the ND and NF models, 
shown in Fig. 3, were compared to the !–! correlation function 
in pp collisions at 

√
s = 13 TeV. The deviations in χ2 compared to 

the case of a Gaussian source are within the uncertainty, justifying 
the use of a Gaussian source.

Fig. 3. Exclusion plot for the !–! scattering parameters obtained using the !–!

correlations from pp collisions at √s = 7 and 13 TeV as well as p–Pb collisions 
at √sNN = 5.02 TeV. The different colors represent the confidence level of exclud-
ing a set of parameters, given in nσ . The black hashed region is where the Lednický 
model produces an unphysical correlation. The two models denoted by colored stars 
are compatible with hypernuclei data, while the red cross corresponds to the pre-
liminary result of the lattice computation performed by the HAL QCD collaboration. 
For details regarding the region at slightly negative f −1

0 and d0 < 4, compatible 
with a bound state, refer to Fig. 4.

To quantify the uncertainties of f −1
0 and d0, and estimate the 

confidence level of each parameter set, a Monte Carlo method is 
used. In the current work the approach described in [49] is fol-
lowed, which is closely related to the Bootstrap method. The strat-
egy is to use the Lednický model to perform a scan over the pa-
rameter space spanned by f −1

0 ∈ [−2, 5] fm−1 and d0 ∈ [0, 18] fm 
and refit the !–! correlation using Eq. (5) when fixing the scat-
tering parameters to a specific value ( f −1

0 , d0)i . The corresponding 
χ2

i is evaluated by taking all data sets (pp at 
√

s = 7 and 13 TeV 
and p–Pb at √sNN = 5.02 TeV) into account. The different scatter-
ing parameters can be compared by finding the lowest (best) χ2

best
and evaluating $χ2

i = χ2
i − χ2

best for each parameter set. This ob-
servable, and the associated ( f −1

0 , d0)i , can be directly linked to 
the confidence level [49]. This can be achieved either by assum-
ing normally distributed uncertainties of ( f −1

0 , d0), or invoking a 
more sophisticated Monte Carlo study, like the Bootstrap method. 
The latter is used in the current analysis.

The resulting exclusion plot is presented in Fig. 3, where the 
color code corresponds to the confidence level nσ for a specific 
choice of scattering parameters. In the computation only the sta-
tistical uncertainties are taken into account, as the systematic un-
certainties are negligible according to the Barlow criterion [38]. 
The predicted scattering parameters of all discussed potentials are 

看更多奇异夸克⾃由度
• 2015年工作的出发点：格点QCD理论的发展，是否能够回答“H粒子”问题？
• Nagara event仍然是目前对Λ-Λ作用最好的测量
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n, and L baryons [10]. Double-L hypernuclei are closely
related to the existence of the H dibaryon [11]. If the
mass of the H dibaryon, MH , was less than twice the L
hyperon mass in a nucleus, two L hyperons in the nucleus
would be expected to form the H. With this assumption,
the lower limit of the mass of the H dibaryon can be
calculated from the following relation:

MH . 2ML 2 BLL , (2)

where ML is the mass of a L hyperon in free space.
In order to study such systems, an emulsion/

scintillating-fiber hybrid experiment (E373) has been
carried out at the KEK proton synchrotron using the
1.66 GeV!c separated K2 meson beam [12,13]. The
schematic view around the target is given in Fig. 1. J2

hyperons were produced via the quasifree "K2, K1# reac-
tions in a diamond target [14] and brought to rest in Fuji
ET-7C emulsion. The "K2, K1# reactions were tagged
by a spectrometer system. The positions and angles of
entry of the J2 hyperons at the emulsion were measured
with a scintillating microfiber-bundle detector [15] placed
between the diamond target and the emulsion stack. The
tracks of the J2 hyperons were scanned and traced in the
emulsion by a newly developed automatic track scanning
system [16]. An emulsion stack consisted of a thin emul-
sion plate located upstream followed by eleven thick
emulsion plates [17]. The thin plate had 70-mm-thick
emulsion gel on both sides of a 200-mm-thick acrylic base
film, and each thick plate had 500-mm-thick emulsion gel
on both sides of a 50-mm-thick acrylic film.

Although we have analyzed only 11% of the total emul-
sion, we have found an event of seminal importance, a
mesonically decaying double hypernucleus emitted from
a J2 capture at rest [18]. A photograph and schematic
drawing of the event are shown in Fig. 2. We named this
event “NAGARA.” A J2 hyperon came to rest at point

FIG. 1. Schematic view of the experimental setup.

A, from which three charged particles (tracks No. 1, No. 3,
and No. 4) were emitted. One of them decayed into a p2

meson (track No. 6) and two other charged particles (tracks
No. 2 and No. 5) at point B. The particle of track No. 2
decayed again to two charged particles (tracks No. 7 and
No. 8) at point C.

The measured lengths and emission angles of these
tracks are summarized in Table I. The particle of track
No. 7 left the emulsion stack and entered the downstream
scintillating-fiber block detector (D-Block) [19]. Track
No. 5 ended in a 50-mm-thick acrylic base film. The tracks
of the three charged particles emitted from point A are
coplanar within the error as are the three tracks from point
B. The kinetic energy of each charged particle was calcu-
lated from its range, where the range-energy relation was
calibrated using a decays of thorium series in the emul-
sion and m1 decays from p1 meson decays at rest.

The single hypernucleus (track No. 2) was identified
from event reconstruction of its decay at point C. Mesonic
decay modes of single hypernuclei were rejected because
their Q values are too small. The decay mode of the
single hypernucleus is nonmesonic with neutron emission.
If either track No. 7 or No. 8 has more than unit charge,
the total kinetic energy of the two charged particles is
much larger than the Q value of any possible decay mode
because of the long ranges of tracks No. 7 and No. 8.
Therefore, both tracks No. 7 and No. 8 are singly charged,
and only LHe isotopes are acceptable.

The kinematics of all possible decay modes of the dou-
ble hypernucleus (track No. 1) which decays into LHe
(track No. 2) and p2 (track No. 6) were checked, and
BLL and DBLL were calculated. Since track No. 5 ended
in the base film, only the lower limit of the kinetic energy

FIG. 2. Photograph and schematic drawing of NAGARA
event. See text for detailed explanation.
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VOLUME 87, NUMBER 21 P H Y S I C A L R E V I E W L E T T E R S 19 NOVEMBER 2001

TABLE III. Possible production modes of the double hyper-
nucleus. The errors on the mass of J2 hyperon and the binding
energies of single hypernuclei are not included in the errors on
BLL and DBLL. Only the cases of DBLL , 20 MeV are listed.

Target No. 1 No. 3 No. 4 BLL [MeV] DBLL [MeV]
12C 6

LLHe 4He p 2n .16.9 .10.6
12C 6

LLHe 4He d 1n 14.5 6 0.7 8.2 6 0.7
12C 6

LLHe 4He t 7.3 6 0.2 1.1 6 0.2
12C 7

LLHe 4He p 1n 21.6 6 1.3 13.3 6 1.3
14N 6

LLHe 7Li p 1n 24.4 6 2.1 18.2 6 2.1
14N 6

LLHe 6Li d 1n 25.8 6 1.3 19.6 6 1.3
14N 6

LLHe 4He 4He 1n 17.9 6 1.5 11.7 6 1.5
14N 7

LLLi 4He t 1n 26.2 6 0.9 17.2 6 0.9
14N 9

LLLi p 4He 1n 31.5 6 1.8 17.9 6 1.8
16O 8

LLLi 4He 4He 1n 31.1 6 0.9 19.9 6 0.9

modes which have inconsistent values, only one interpre-
tation remained,

12C 1 J2 ! 6
LLHe 1 4He 1 t

6
LLHe ! 5

LHe 1 p 1 p2.

The fact that the tracks of the reaction products were copla-
nar at both points A and B also suggests that no neutrons
were emitted from either vertex. The decay mode of 5

LHe
is nonmesonic but undetermined.

The possibilities that the double hypernucleus or the
single hypernucleus was produced in an excited state
can be rejected for the following reasons. If the double-
hypernucleus or the other fragments emitted from the
J2 stopping point had been produced in an excited state,
the value of DBLL calculated at the production point A
would be increased by the excitation energy. On the other
hand, if the single hypernucleus or the residual particles
emitted from the decay of the double hypernucleus had
been created in an excited state, the value of DBLL

calculated at the decay point B would be decreased by the
excitation energy. In both cases, the difference between
DBLL calculated at point A and at point B would be
enlarged and the consistency of the values of DBLL

would not be satisfied. Hence, our event, NAGARA, has
been interpreted uniquely as the sequential weak decay of

6
LLHe. Moreover, in the production and decay of 6

LLHe,
no particle-stable excited states are known or expected
for any of the reaction products. Therefore, there are no
ambiguities arising from excited states.

The value of DBLL was obtained as 0.62 6 0.61 MeV
from the decay vertex B of the double hypernucleus, while
its lower limit was determined as 1.08 6 0.22 MeV from
the production point A. These errors also include the
uncertainties in the values of the mass of the J2 hy-
peron (0.13 MeV) [20] and the binding energy of 5

LHe
(0.02 MeV) [21]. A kinematic fit was applied at each ver-
tex independently using the kinematic constraints of con-

servation of momentum and energy. In the fit at vertex B
the momentum of the proton (track No. 5) was constrained
to have a value consistent with the particle entering the
acrylic base film but not emerging from it, whereas the
mass of the double hypernucleus was a free parameter in
both the fit at vertex A and the fit at vertex B. By mini-
mizing the x2, we obtained DBLL ! 0.69 6 0.54 MeV
from the decay vertex B, and DBLL 2 BJ2 ! 0.92 6
0.21 MeV from the production point A. The value of
BJ2 was obtained experimentally from these values as
20.24 6 0.58 MeV. The fitted momentum of the proton
(track No. 5) was 87.9 6 3.0 MeV!c and the correspond-
ing range was 127 6 15 mm, which agrees with the fact
that the proton entered but did not emerge from the base
film.

The values of BLL and DBLL were determined uniquely
from vertex B with large errors, whereas the values ob-
tained from vertex A were more precise but depend on
BJ2 . In order to obtain their most probable values, we
combined the two independent determinations for several
fixed values of the J2 hyperon binding energy BJ2 . The
results, expressed as a function of BJ2 (MeV), were

BLL ! 7.13 1 0.87 BJ2 "60.19# MeV , (3)

DBLL ! 0.89 1 0.87 BJ2 "60.20# MeV . (4)

According to theoretical calculations for the nuclear
absorption rate of J2 hyperons [22–24], J2 hyperon
capture from an atomic 3D state in 12C is dominant, but
capture from a 4F or 2P state is not negligible. The
value of BJ2 of the 2P state varies with the J2 hyperon-
nucleus potential well depth, whereas the energy level
of the 3D state is better known because it depends
overwhelmingly on the Coulomb interaction rather
than the J2 hyperon-nucleus strong interaction. The
value of BJ2 of the 3D state is 0.13 MeV, which
is consistent with the present experimental result of
20.24 6 0.58 MeV. Adopting the value BJ2 !
0.13 MeV as the most probable value, the weighted mean
values are BLL ! 7.25 6 0.1910.18

20.11 MeV and DBLL !
1.01 6 0.2010.18

20.11 MeV, where the systematic errors are
determined from the fact that the value of BJ2 is uncertain
in the range from 0 to 0.34 MeV in our measurement.

Two of the past experiments [2–5] gave a value of
DBLL to be about 4.5 MeV. As mentioned above, there
remains the possibility in both events that the single hy-
pernuclei was produced in excited states. In such cases,
DBLL would be about 1 MeV and not in contradiction with
our result.

From the relation (2), the E176 experiment presented a
lower limit on the mass of the H dibaryon as 2203.7 6
0.7 MeV!c2 [4]. Several counterexperiments have put the
upper limits on the production rate of the H dibaryon
[25–27], which were below the theoretical calculation [28]
in the mass region below 2200 MeV!c2, and indicate the
nonexistence of a deeply bound H dibaryon. Using the
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A double-hyperfragment event has been found in a hybrid-emulsion experiment. It is identified
uniquely as the sequential decay of 6

LLHe emitted from a J2 hyperon nuclear capture at rest. The
mass of 6

LLHe and the L-L interaction energy DBLL have been measured for the first time devoid of
the ambiguities due to the possibilities of excited states. The value of DBLL is 1.01 6 0.2010.18

20.11 MeV.
This demonstrates that the L-L interaction is weakly attractive.
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The observation of double-L hypernuclei gives impor-
tant information about the L-L interaction. The binding
energy of two L hyperons, BLL, and the L-L interaction
energy, DBLL, can be obtained from the measurement of
the masses of double-L nuclei, where DBLL is defined by

DBLL! A
LLZ" ! BLL! A

LLZ" 2 2BL!A21
LZ" . (1)

There are three reports on the observations of double-L hy-
pernuclei in nuclear emulsion. About three decades ago, an
example of the double-hypernucleus 6

LLHe was presented
[1]. However, only a schematic drawing of the event was
given in the Letter, and measured angles were not pre-
sented. The authenticity of it was considered doubtful

[2]. The other two double-hypernucleus events [2–5] have
either more than one interpretation for the species or the
possibility of production of excited states. The production
of 4

LLH hypernuclei was recently reported in a counter-
experiment [6], but the statistics were limited and a value
of DBLL was not presented.

Theoretical calculations of the binding energies of
double hypernuclei have been made since the 1960s,
aiming to obtain information on the L-L interaction
[7–9]. Among possible double-L hypernuclei, 6

LLHe has
been considered to be important because it gives infor-
mation not only on the L-L interaction but also on the
cluster structure of hypernuclei. The 6

LLHe hypernucleus
constitutes the lightest closed shell structure containing p,

212502-1 0031-9007#01#87(21)#212502(5)$15.00 © 2001 The American Physical Society 212502-1

VOLUME 87, NUMBER 21 P H Y S I C A L R E V I E W L E T T E R S 19 NOVEMBER 2001

n, and L baryons [10]. Double-L hypernuclei are closely
related to the existence of the H dibaryon [11]. If the
mass of the H dibaryon, MH , was less than twice the L
hyperon mass in a nucleus, two L hyperons in the nucleus
would be expected to form the H. With this assumption,
the lower limit of the mass of the H dibaryon can be
calculated from the following relation:

MH . 2ML 2 BLL , (2)

where ML is the mass of a L hyperon in free space.
In order to study such systems, an emulsion/

scintillating-fiber hybrid experiment (E373) has been
carried out at the KEK proton synchrotron using the
1.66 GeV!c separated K2 meson beam [12,13]. The
schematic view around the target is given in Fig. 1. J2

hyperons were produced via the quasifree "K2, K1# reac-
tions in a diamond target [14] and brought to rest in Fuji
ET-7C emulsion. The "K2, K1# reactions were tagged
by a spectrometer system. The positions and angles of
entry of the J2 hyperons at the emulsion were measured
with a scintillating microfiber-bundle detector [15] placed
between the diamond target and the emulsion stack. The
tracks of the J2 hyperons were scanned and traced in the
emulsion by a newly developed automatic track scanning
system [16]. An emulsion stack consisted of a thin emul-
sion plate located upstream followed by eleven thick
emulsion plates [17]. The thin plate had 70-mm-thick
emulsion gel on both sides of a 200-mm-thick acrylic base
film, and each thick plate had 500-mm-thick emulsion gel
on both sides of a 50-mm-thick acrylic film.

Although we have analyzed only 11% of the total emul-
sion, we have found an event of seminal importance, a
mesonically decaying double hypernucleus emitted from
a J2 capture at rest [18]. A photograph and schematic
drawing of the event are shown in Fig. 2. We named this
event “NAGARA.” A J2 hyperon came to rest at point

FIG. 1. Schematic view of the experimental setup.

A, from which three charged particles (tracks No. 1, No. 3,
and No. 4) were emitted. One of them decayed into a p2

meson (track No. 6) and two other charged particles (tracks
No. 2 and No. 5) at point B. The particle of track No. 2
decayed again to two charged particles (tracks No. 7 and
No. 8) at point C.

The measured lengths and emission angles of these
tracks are summarized in Table I. The particle of track
No. 7 left the emulsion stack and entered the downstream
scintillating-fiber block detector (D-Block) [19]. Track
No. 5 ended in a 50-mm-thick acrylic base film. The tracks
of the three charged particles emitted from point A are
coplanar within the error as are the three tracks from point
B. The kinetic energy of each charged particle was calcu-
lated from its range, where the range-energy relation was
calibrated using a decays of thorium series in the emul-
sion and m1 decays from p1 meson decays at rest.

The single hypernucleus (track No. 2) was identified
from event reconstruction of its decay at point C. Mesonic
decay modes of single hypernuclei were rejected because
their Q values are too small. The decay mode of the
single hypernucleus is nonmesonic with neutron emission.
If either track No. 7 or No. 8 has more than unit charge,
the total kinetic energy of the two charged particles is
much larger than the Q value of any possible decay mode
because of the long ranges of tracks No. 7 and No. 8.
Therefore, both tracks No. 7 and No. 8 are singly charged,
and only LHe isotopes are acceptable.

The kinematics of all possible decay modes of the dou-
ble hypernucleus (track No. 1) which decays into LHe
(track No. 2) and p2 (track No. 6) were checked, and
BLL and DBLL were calculated. Since track No. 5 ended
in the base film, only the lower limit of the kinetic energy

FIG. 2. Photograph and schematic drawing of NAGARA
event. See text for detailed explanation.
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A double-hyperfragment event has been found in a hybrid-emulsion experiment. It is identified
uniquely as the sequential decay of 6

LLHe emitted from a J2 hyperon nuclear capture at rest. The
mass of 6

LLHe and the L-L interaction energy DBLL have been measured for the first time devoid of
the ambiguities due to the possibilities of excited states. The value of DBLL is 1.01 6 0.2010.18

20.11 MeV.
This demonstrates that the L-L interaction is weakly attractive.
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The observation of double-L hypernuclei gives impor-
tant information about the L-L interaction. The binding
energy of two L hyperons, BLL, and the L-L interaction
energy, DBLL, can be obtained from the measurement of
the masses of double-L nuclei, where DBLL is defined by

DBLL! A
LLZ" ! BLL! A

LLZ" 2 2BL!A21
LZ" . (1)

There are three reports on the observations of double-L hy-
pernuclei in nuclear emulsion. About three decades ago, an
example of the double-hypernucleus 6

LLHe was presented
[1]. However, only a schematic drawing of the event was
given in the Letter, and measured angles were not pre-
sented. The authenticity of it was considered doubtful

[2]. The other two double-hypernucleus events [2–5] have
either more than one interpretation for the species or the
possibility of production of excited states. The production
of 4

LLH hypernuclei was recently reported in a counter-
experiment [6], but the statistics were limited and a value
of DBLL was not presented.

Theoretical calculations of the binding energies of
double hypernuclei have been made since the 1960s,
aiming to obtain information on the L-L interaction
[7–9]. Among possible double-L hypernuclei, 6

LLHe has
been considered to be important because it gives infor-
mation not only on the L-L interaction but also on the
cluster structure of hypernuclei. The 6

LLHe hypernucleus
constitutes the lightest closed shell structure containing p,
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This work presents new constraints on the existence and the binding energy of a possible !–! bound 
state, the H-dibaryon, derived from !–! femtoscopic measurements by the ALICE collaboration. The 
results are obtained from a new measurement using the femtoscopy technique in pp collisions at √s =
13 TeV and p–Pb collisions at √sNN = 5.02 TeV, combined with previously published results from pp
collisions at √s = 7 TeV. The !–! scattering parameter space, spanned by the inverse scattering length 
f −1

0 and the effective range d0, is constrained by comparing the measured !–! correlation function 
with calculations obtained within the Lednický model. The data are compatible with hypernuclei results 
and lattice computations, both predicting a shallow attractive interaction, and permit to test different 
theoretical approaches describing the !–! interaction. The region in the ( f −1

0 , d0) plane which would 
accommodate a !–! bound state is substantially restricted compared to previous studies. The binding 
energy of the possible !–! bound state is estimated within an effective-range expansion approach and 
is found to be B!! = 3.2+1.6

−2.4(stat)+1.8
−1.0(syst) MeV.

 2019 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.

1. Introduction and physics motivation

A detailed characterization of the !–! interaction is of fun-
damental interest since it plays a decisive role in the quantitative 
understanding of the hyperon (Y) appearance in dense neutron-
rich matter, in proto-neutron and in neutron stars [1]. If hyperons 
do appear at large densities and their fraction becomes sizeable, 
the Y–Y interaction is expected to play an important role in the 
equation of state of the system [2,3]. Even if the hyperon densi-
ties in compact objects are negligible, the interplay between the 
average separations and the !–! effective range determine the 
possible onset of phenomena such as fermion superfluidity, and 
hence influence the transport properties of the system [4–6].

The characterization of the !–! interaction is still an open is-
sue in experimental nuclear physics. The Nagara event, recently 
measured with the emulsion technique [7,8], reports a clear ev-
idence for a double-! hypernucleus 6

!!He, with a small binding 
energy between the two !s of "B!! = 0.67 ± 0.17 MeV. This 
value was obtained by comparing the binding energy of the two 
!s inside the double hypernucleus (B!! = 6.91 ± 0.16 MeV) with 
the binding energy of a single ! in a single-hypernucleus, how-
ever, it might be influenced by three-body forces. Nevertheless, 
this result was used to set a lower limit for the mass of the pre-
dicted but so far not observed H-dibaryon, a possible bound state 
composed of six quarks (uuddss) [9]. Several experimental collab-
orations have been involved in the search for this state in the 
decay channels H → !pπ and H → !!, in nuclear and elemen-

tary (e−e+) collisions, but no evidence has been found [10–12], 
even though an enhanced !–! production near threshold was 
measured by E224 and E522 at KEK-PS [13,14]. Theoretical calcu-
lations performed within the chiral constituent quark model relate 
the existence of a H-dibaryon to an overbinding of the 6

!!He mea-
sured in the Nagara event [15,16].

Theoretical models constrained to the available nucleon–
nucleon and hyperon-nucleon experimental data, assuming either 
a soft [15–17] or a hard [18,19] repulsive core for the !–! inter-
action, predict different scattering lengths ( f0) and effective ranges 
(d0). Throughout this paper the standard sign convention in fem-
toscopy is used, according to which a positive f0 corresponds to 
an attractive interaction, while a negative scattering length cor-
responds either to a repulsive potential (d0 > | f0|/2) or a bound 
state (d0 < | f0|/2). It was reported that a small variation of the 
!–! repulsive core parametrization leads to inverse scattering 
lengths within −0.27 fm−1 < f −1

0 < 4 fm−1 and effective ranges 
up to 16 fm [20]. Other calculations are directly constrained to 
the Nagara event and result in rather small scattering lengths 
and moderate effective ranges, like the FG ( f −1

0 = 1.3 fm−1; d0 =
6.59 fm) [21] and the HKMYY ( f −1

0 = 1.74 fm−1; d0 = 6.45 fm)

[22] models. It is clear that more experimental data are needed to 
study the problem in a more quantitative and model-independent 
way.

An alternative method to study hypernuclei is the investigation 
of momentum correlations of !–! pairs produced in hadron–

https://doi.org/10.1016/j.physletb.2019.134822
0370-2693/ 2019 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by 
SCOAP3.
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present result of BLL from the decay vertex, the lower
limit of the H mass was found to be 2223.7 MeV!c2 at a
90% confidence level, which is much closer to the two-L
threshold.

In summary, a double-hypernucleus event, NAGARA,
has been observed in an emulsion stack exposed to the
1.66 GeV!c K2 meson beam. It is interpreted uniquely
as the sequential decay of 6

LLHe emitted from a J2 hy-
peron nuclear capture at rest. The mass has been measured,
and the binding energy of the two L hyperons, BLL, and
the L-L interaction energy, DBLL, have been determined
for the first time without the ambiguities arising from the
possibilities of excited states. The value of DBLL obtained
from the decay kinematics is 0.69 6 0.54 MeV. By using
both the production and decay kinematics, we obtained
DBLL ! 1.01 6 0.2010.18

20.11 MeV, where the J2 binding
energy of an atomic 3D state in 12C, 0.13 MeV, is used as
the most probable value, and the systematic error is deter-
mined from the error of the BJ2 obtained from this event.
It established that the L-L interaction energy is attractive
but considerably smaller than that previously estimated ex-
perimentally. The violent disagreement between our result
for DBLL and that reported in Ref. [1] confirms the doubts
on the authenticity of the previous event. In addition, the
lower limit of the mass of the H dibaryon has been ob-
tained as 2223.7 MeV!c2 at a 90% confidence level.
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described in Methods. The average mT of the p–Ξ− and p–Ω− pairs are 
1.9 GeV/c and 2.2 GeV/c, respectively. The difference in size between 
the source of the p–Ξ− and p–Ω− pairs might reflect the contribution 
of collective effects such as (an)isotropic flow. The width of the green 
curves in Fig. 3 reflects the quoted uncertainty of the measured source 
radius. The correlations obtained, accounting only for the Coulomb 
interaction, considerably underestimate the strength of both measured 
correlations. This implies, in both cases, that an attractive interaction 
exists and exceeds the strength of the Coulomb interaction.

To discuss the comparison of the experimental data with the predic-
tions from lattice QCD, it is useful to first focus on the distinct charac-
teristics of the p–Ξ− and p–Ω− interactions. Figure 4 shows the radial 
shapes obtained for the strong-interaction potentials calculated from 
first principles by the HAL QCD (Hadrons to Atomic nuclei from Lat-
tice QCD) collaboration for the p–Ξ− (ref. 14) and the p–Ω− systems13, 
see Methods for details. Only the most attractive (isospin I = 0 and 
spin S = 0) of the four components14 of the p–Ξ− interaction and the 
isospin I = 1/2 and spin S = 2 component of the p–Ω− interaction are 
shown. Aside from an attractive component, we see that the interac-
tion contains also a repulsive core starting at very small distances, 
below 0.2 fm. For the p–Ω− system no repulsive core is visible and the 
interaction is purely attractive. This very attractive interaction can 
accommodate a p–Ω− bound state, with a binding energy of about  
2.5 MeV, considering the Coulomb and strong forces13. The p–Ξ− and 
p–Ω− interaction potentials look very similar to each other above a 
distance of 1 fm. This behaviour is not observed in phenomenologi-
cal models that engage the exchange of heavy mesons and predict a 
quicker fall off of the potentials45.

The inset of Fig. 4 shows the correlation functions obtained using the 
HAL QCD strong interaction potentials for: (i) the channel p–Ξ− with 
isospin I = 0 and spin S = 0, (ii) the channel p–Ξ− including all allowed 
spin and isospin combinations, and (iii) the channel p–Ω− with isospin 
I = 1/2 and spin S = 2. The correlation functions are computed using the 
experimental values for the p–Ξ− and p–Ω− source-size. Despite the fact 
that the strong p–Ω− potential is more attractive than the p–Ξ− I = 0  
and S = 0 potential, the resulting correlation function is lower. This is 

due to the presence of the bound state in the p–Ω− case46. If we con-
sider all four isospin and spin components of the p–Ξ− interaction11 the 
prediction for the global p–Ξ− correlation function is lower than that 
for p–Ω−. Experimentally, as shown in Fig. 3, the less attractive strong 
p–Ξ− interaction translates into a correlation function that reaches 
values of 3 in comparison with the much higher values of up to 6 that 
are visible for the p–Ω− correlation. The theoretical predictions shown 
in Fig. 3 also include the effect of the Coulomb interaction.

Regarding the p–Ξ− interaction, it should be considered that 
strangeness-rearrangement processes can occur, such as pΞ− → ΛΛ, ΣΣ, 
ΛΣ. This means that the inverse processes (for example, ΛΛ → pΞ−) can 
also occur and modify the p–Ξ− correlation function. These contribu-
tions are accounted for within lattice calculations by exploiting the well 
known quark symmetries14 and are found to be very small. Moreover, 
the ALICE collaboration measured the Λ–Λ correlation in p–p and p–Pb 
collisions10 and good agreement with the shallow interaction predicted 
by the HAL QCD collaboration was found.

The resulting prediction for the correlation function, obtained by 
solving the Schrödinger equation for the single p–Ξ− channel includ-
ing the HAL QCD strong and Coulomb interactions, is shown in Fig. 3a. 
The first measurement of the p–Ξ− interaction using p–Pb collisions11 
showed a qualitative agreement to lattice QCD predictions. The 
improved precision of the data in the current analysis of p–p collisions 
is also in agreement with calculations that include both the HAL QCD 
and Coulomb interactions.

Detailed study of the p–Ω− correlation
Concerning the p–Ω− interaction, strangeness-rearrangement pro-
cesses can also occur47, such as pΩ− → ΞΛ, ΞΣ. Such processes might 
affect the p–Ω− interaction in a different way depending on the relative 
orientation of the total spin and angular momentum of the pair. Since 
the proton has Jp = 1/2 and the Ω has JΩ = 3/2 and the orbital angular 
momentum L can be neglected for correlation studies that imply low 
relative momentum, the total angular momentum J equals the total 
spin S and can take on values of J = 2 or J = 1. The J = 2 state cannot couple 
to the strangeness-rearrangement processes discussed above, except 
through D-wave processes, which are strongly suppressed. For the 
J = 1 state only two limiting cases can be discussed in the absence of 
measurements of the pΩ− → ΞΛ, ΞΣ cross-sections.

The first case assumes that the effect of the inelastic channels is 
negligible for both configurations and that the radial behaviour of the 
interaction is driven by elastic processes, following the lattice QCD 
potential (see Fig. 4), for both the J = 2 and J = 1 channels. This results in 
a prediction, shown by the orange curve in Fig. 3b, that is close to the 
data in the low k* region. The second limiting case assumes, follow-
ing a previous prescription47, that the J = 1 configuration is completely 
dominated by strangeness-rearrangement processes. The obtained 
correlation function is shown by the blue curve Fig. 3b. This curve clearly  
deviates from the data. Both theoretical calculations also include the 
effect of the Coulomb interaction and they predict the existence of a 
p–Ω− bound state with a binding energy of 2.5 MeV, which causes a deple-
tion in the correlation function in the k* region between 100 and 300 
MeV/c, because pairs that form a bound state are lost to the correlation 
yield. The inset of Fig. 3 shows that in this k* region the data are consist-
ent with unity and do not follow either of the two theoretical predictions.

At the moment, the lattice QCD predictions underestimate the data, 
but additional measurements are necessary to draw a firm conclu-
sion on the existence of the bound state. Measurements of Λ–Ξ− and 
Σ0–Ξ− correlations will verify experimentally the strength of possible 
non-elastic contributions. Measurements of the p–Ω− correlation func-
tion in collision systems with slightly larger size (for example, p–Pb 
collisions at the LHC)11 will clarify the possible presence of a deple-
tion in C(k*). Indeed, the appearance of a depletion in the correlation 
function depends on the interplay between the average intra-particle 
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Fig. 4 | Potentials for the p–Ξ− and p–Ω− interactions. p–Ξ− (pink) and p–Ω− 
(orange) interaction potentials as a function of the pair distance predicted by 
the HAL QCD collaboration13,14. Only the most attractive component, isospin  
I = 0 and spin S = 0, is shown for p–Ξ−. For the p–Ω− interaction the I = 1/2 and spin 
S = 2 component is shown. The widths of the curves correspond to the 
uncertainties (see Methods section ‘Corrections of the correlation function’ 
for details) associated with the calculations. The inset shows the correlation 
functions obtained using the HAL QCD strong interaction potentials for: (i) the 
channel p–Ξ− with isospin I = 0 and spin S = 0, (ii) the channel p–Ξ− including all 
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the number of uncorrelated pairs with the same k*, obtained by com-
bining particles produced in different collisions (the so-called 
mixed-event technique). Figure 1d shows how an attractive or repulsive 
interaction is mapped into the correlation function. For an attractive 
interaction the magnitude of the correlation function will be above 
unity for small values of k*, whereas for a repulsive interaction it will 
be between zero and unity. In the former case, the presence of a bound 
state would create a depletion of the correlation function with a depth 
increasing with increasing binding energy.

Correlations can occur in nature from quantum mechanical inter-
ference, resonances, conservation laws or final-state interactions. 
Here, it is the final-state interactions that contribute predominantly 
at low relative momentum; in this work we focus on the strong and 
Coulomb interactions in pairs composed of a proton and either a Ξ− or 
a Ω− hyperon.

Protons do not decay and can hence be directly identified within the 
ALICE detector, but Ξ− and Ω− baryons are detected through their weak 
decays, Ξ− → Λ + π− and Ω− → Λ + Κ−. The identification and momentum 
measurement of protons, Ξ−, Ω− and their respective antiparticles are 
described in Methods. Figure 2 shows a sketch of the Ω− decay and the 
invariant mass distribution of the ΛΚ− and ΛK¯ + pairs. The clear peak 
corresponding to the rare Ω− and Ω̄+

 baryons demonstrates the excel-
lent identification capability, which is the key ingredient for this meas-
urement. The contamination from misidentification is ≤5%. For the 
Ξ− (Ξ̄+

) baryon the misidentification amounts to 8%11.
Once the p, Ω− and Ξ− candidates and charge conjugates are selected 

and their 3-momenta measured, the correlation functions can be built. 
Since we assume that the same interaction governs baryon–baryon 
and antibaryon–antibaryon pairs8, we consider in the following the 
direct sum (⊕) of particles and antiparticles (p Ξ p Ξ p Ξ– ⊕ ¯ – ¯ ≡ –− + −  
and p Ω p Ω p Ω– ⊕ ¯ – ¯ ≡ –− + −). The determination of the correction ξ(k*) 
and the evaluation of the systematic uncertainties are described in 
Methods.

Comparison of the p–Ξ− and p–Ω− interactions
The obtained correlation functions are shown in Fig. 3a, b for the p–Ξ− 
and p–Ω− pairs, respectively, along with the statistical and systematic 
uncertainties. The fact that both correlations are well above unity 
implies the presence of an attractive interaction for both systems. For 
opposite-charge pairs, as considered here, the Coulomb interaction 

is attractive and its effect on the correlation function is illustrated 
by the green curves in both panels of Fig. 3. These curves have been 
obtained by solving the Schrödinger equation for p–Ξ− and p–Ω− pairs 
using the Correlation Analysis Tool using the Schrödinger equation 
(CATS) equation solver39, considering only the Coulomb interaction and 
assuming that the shape of the source follows a Gaussian distribution 
with a width equal to 1.02 ± 0.05 fm for the p–Ξ− system and to 0.95 ± 
0.06 fm for the p–Ω− system, respectively. The source-size values have 
been determined via an independent analysis of p–p correlations15, 
where modifications of the source distribution due to strong decays 
of short-lived resonances are taken into account, and the source size 
is determined as a function of the transverse mass mT of the pair, as 
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s = 13 TeV . The experimental data are shown as black symbols. The black 
vertical bars and the grey boxes represent the statistical and systematic 
uncertainties. The square brackets show the bin width and the horizontal black 
lines represent the statistical uncertainty in the determination of the mean k* 
for each bin. The measurements are compared with theoretical predictions, 
shown as coloured bands, that assume either Coulomb or Coulomb + strong 
HAL QCD interactions. For the p–Ω− system the orange band represents the 
prediction considering only the elastic contributions and the blue band 
represents the prediction considering both elastic and inelastic contributions. 
The width of the curves including HAL QCD predictions represents the 
uncertainty associated with the calculation (see Methods section ‘Corrections 
of the correlation function’ for details) and the grey shaded band represents, in 
addition, the uncertainties associated with the determination of the source 
radius. The width of the Coulomb curves represents only the uncertainty 
associated with the source radius. The considered radius values are 1.02 ± 0.05 
fm for p–Ξ− and 0.95 ± 0.06 fm for p–Ω− pairs, respectively. The inset in b shows 
an expanded view of the p–Ω− correlation function for C(k*) close to unity. For 
more details see text.
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Table 2
Binding energy (Eb), scattering length (a0) and effective 
range (reff) for the Spin-2 proton–! potentials [24].

Spin-2 p! potentials V I V II V III

Eb (MeV) – 6.3 26.9
a0 (fm) −1.12 5.79 1.29
reff (fm) 1.16 0.96 0.65

Fig. 4. The solid circle represents the ratio (R) of small system (40–80% collisions) to large system (0–40% collisions) for proton–! and antiproton–!̄ (P! + P̄!̄), where both 
the correlation functions are corrected for pair-purity and momentum smearing. The error bars correspond to the statistical errors and caps correspond to the systematic 
errors. The open crosses represent the ratio for background candidates from the side-bands of an ! invariant mass. Predictions for the ratio of the small system to large 
system [24,48] for proton–! interaction potentials V I (red), V II (blue) and V III (green) for static source with different source sizes (S, L) = (2, 3), (2, 4), (2.5, 5) and (3, 5) fm, 
where S and L corresponding to small and large systems, are shown in (a), (b), (c) and (d) respectively. In addition, the prediction for the expanding source is shown in (e).

of the source sizes for π–π , K 0
S –K 0

S , proton–proton and proton–#
correlations show that the source size decrease as the transverse 
mass increases [22,44,43,46,47]. Using this transverse mass depen-
dence [47], the expected source size for proton–! is 2–3 fm for the 
peripheral collisions and 3–5 fm for the central collisions. The pre-
dictions for the ratio of the small system to the large system from 
Refs. [24,48] for the proton–! interaction potentials V I , V II and 
V III for a static source with different source sizes (S, L) = (2, 3), 
(2, 4), (2.5, 5) and (3, 5) fm, where S and L correspond to the small 
and large collision systems, respectively, are shown in Fig. 4(a–d). 
A small variation in the source size does not change the character-
istic of the ratio for the choice of three potentials.

Predictions for the ratio of the small system to the large sys-
tem with the effects of collective expansion are also shown in 
Fig. 4(e) [24]. The transverse source sizes are taken as Rtr

p = Rtr
! =

2.5 fm for the small system and Rtr
p = Rtr

! = 5 fm for the large sys-
tem. The temperature at the thermal freeze-out is T p,! = 164 MeV 
for the peripheral collisions and T p,! = 120 MeV for the central 
collisions [49,50] and the proper-time at the thermal freeze-out 
is τp(τ!) = 3(2) fm/c for the peripheral collisions and τp(τ!) =
20(10) fm/c for the central collisions [51].

The predictions with an expanding source for the proton–!
interaction potentials V I and V II are 3σ larger than the data at 
k∗ = 20 MeV/c. The predictions for the proton–! interaction po-
tential V III with an expanding source or static source are within 
1σ of the data at k∗ = 20 MeV/c. As shown in Fig. 4, the measured 
ratios at k∗ = 20 and 60 MeV/c are R = 0.28 ± 0.35stat ± 0.03sys
(background = 0.96 ± 0.13stat ) and R = 0.81 ± 0.22stat ± 0.08sys
(background = 0.97 ± 0.05stat ), respectively. The measured ratios 
at k∗ = 20 and 60 MeV/c are compared in Fig. 5 with the model 

calculations for the ratio of the correlation function for the pe-
ripheral to the central collisions and the scattering length for the 
proton–! interaction from the Ref. [24]. From the comparison, we 
conclude that our data favor a positive scattering length for the 
proton-! interaction. The positive scattering length and the mea-
sured ratio of the proton–! correlation function from peripheral 
to central collisions less than unity for k∗ < 40 MeV/c favors the 
proton–! interaction potential V III with Eb ∼ 27 MeV for proton 
and !.

4. Conclusions

The first measurement of the proton–! correlation functions 
in heavy-ion collisions is presented in this Letter. The measured 
ratio of the proton–! correlation function from peripheral to cen-
tral Au + Au collisions at √

sNN = 200 GeV is compared with 
the predictions based on the proton–! interaction extracted from 
(2 + 1)-flavor lattice QCD simulations. At present, due to limited 
statistics, it is not possible to extract the interaction parameters. 
However the measured ratio of the proton–! correlation func-
tion from peripheral to central collisions less than unity for k∗ <
40 MeV/c within 1σ indicates that the scattering length is positive 
for the proton–! interaction and favors the proton–! bound state 
hypothesis.
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• 相关的若干问题：
ü A=4原子核的CPT检验

ü 最轻的Ξ超核是什么？

ü 中子星内核有超子吗？

… 

Hiyama et al., “Possible lightest Xi Hypernuclei with Modern Xi-N Interactions” (PRL 2020)

Watson et al., “Identification of strontium in the merger of two neutron stars” (Nature 2019)
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