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• Extraction/Calculation of heavy flavor FFs 
and the related phenomenology

• How can this help understanding heavy 
flavor production at the EIC 

Subject of this talk



Heavy flavor FFs depend on the heavy flavor 
scheme



• Need factorization to talk about FFs

• Here: One-particle inclusive production where we 
have factorization theorems

• FFs depend on:

• Heavy flavor scheme: 

• FFNS: scale-independent FF, D(z)

• VFNS: scale-dependent, evolved FF, D(z,μF’)

• Perturbative order: NLO FF harder than LO FF

• Factorization scheme: same way as PDFs, usually MSbar

Heavy Flavor Fragmentation Functions (FF)



FACTORIZATION FOR 1-PARTICLE INCLUSIVE REACTIONS A+ B → H + X

A+ B → H + X : dσ =
P

i,j,k f
A
i (x1) ⊗ f Bj (x2) ⊗ dσ(ij → kX ) ⊗ DH

k (z)

sum over all possible subprocesses i + j → k + X

Parton distribution functions:
f Ai (x1, µF ), f Bj (x2, µF )
non-perturbative input
long distance
universal

Hard scattering
cross section:
dσ(µF , µ′

F , αs(µR), [mh
pT

])
perturbatively computable
short distance
(coeffi cient functions)

Fragmentation functions:
DH
k (z, [µ′

F ])
non-perturbative input
long distance
universal

Accuracy:
light hadrons: O((Λ/pT )p) with pT hard scale, Λ hadronic scale, p = 1, 2
heavy hadrons: if mh is neglected in dσ: O((mh/pT )p)

Details (subprocesses, PDFs, FFs; mass terms) depend on
the Heavy Flavour Scheme
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Theoretical approaches: 
Fixed Flavor Number Scheme 

(FFNS)



FFNS/Fixed Order

d�Q '
X

a,b

fA
a ⌦ fB

b ⌦ d�̃ab!Q+X

Factorization formula for inclusive heavy quark (Q) production:

sum over all possible  
partonic subprocesses 
NO heavy quark PDF

Calculable short distance cross section; 
log(pT/m) terms kept in fixed order

PDFs
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Convolution with a  
scale-independent FF  
 
* non-perturbative  
* describes hadronization 
* not based on a fact. theorem 
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Q
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scale-independent FF  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* describes hadronization 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In the following, I will call DQH(z) the  
“hadronization function” (HF)
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Figure 1: CDF data [6] for d�/dpT of B+ production compared with predictions from the
FFNS. The dashed lines represent the theory error obtained by varying renormalization
and factorization scales by factors of 2 and 1/2 around the default value µI = µR = mT .

i = R, I and ⇠R = ⇠I = 1, mT =
q
p2
T
+m2

b
, while the dashed lines represent an estimate

of the theoretical error obtained in the usual way by varying the scales by a factor of
2 and 1/2. We take the transition of b and b̄ quarks to the observed B meson final
state into account by using the branching fraction B(b ! B) = 39.8% [37] as an overall
normalization factor. The prediction from the FFNS agrees with the CDF data quite well
within experimental errors up to pT ' 15 GeV. Beyond this value of pT the FFNS starts
to over-estimate the data as has been shown already in our previous publication [34].

In the FFNS there is no need for FFs. A scale-independent FF might be introduced,
however, on phenomenological grounds and on theoretical considerations to guarantee a
proper matching between the schemes with nf = 4 and nf = 5. In Fig. 2 (left panel) we
show results where a scale-independent Peterson fragmentation function with ✏ = 10�4

was used. We find only marginal di↵erences with the case where a constant branching
fraction is used. Note that there are no g, q, q̄ ! B transitions in the FFNS.

In addition to uncertainties from scale variations there are additional uncertainties due to

4
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Figure 2: d�/dpT for B
+ production at the Tevatron in the FFNS. Left panel: using

a Peterson fragmentation with ✏ = 10�4. Renormalization and factorization scales are
varied by a factor of 2 up and down around the default choice µI = µR = mT . Right
panel: uncertainties from varying the b-quark mass. CDF data are from [6].

errors in the input parameters. We postpone a discussion of errors in the parametrization
of PDFs to the case of predictions for the LHCb experiment (see Fig. 7 below), but instead
show the influence of varying the b-quark mass for the Tevatron measurements in Fig. 2
(right panel). At low pT the uncertainty is comparable in size with the scale uncertainty,
but it is negligible at pT above about 2 times mb.

In [34] we had already presented a detailed comparison of results from the FFNS and
the GM-VFNS with CDF data for B

+ production (see, for example, Figs. 7, 8 in [34]).
For calculations in the GM-VFNS we use the scale-dependent fragmentation functions
described in Ref. [34]. In this case there are also small but non-zero contributions for the
transition from light quarks and gluons to B-mesons. With the default choice of the scale
parameters ⇠R = ⇠I = ⇠F = 1, the GM-VFNS predictions diverge for pT ! 0, in obvious
disagreement with the data. We notice, however, that the two predictions approach each
other at around pT ' 20 GeV, i.e. 4 to 5 times mb. In Fig. 3 we show a similar comparison
of the FFNS and GM-VFNS predictions compared with the LHCb data [15]. Although
these data correspond to much higher center-of-mass energies and to di↵erent rapidity
ranges compared with the previous results in Ref. [34], we observe the same qualitative
behaviour of the FFNS and GM-VFNS predictions and a transition point again at about
the same value of pT ' 20 GeV.

5

no FF Peterson FF Varying m_b

Some NLO results for B-meson production

Lesson from hadroproduction of heavy quarks: 
NLO FFNS works very well for pT up to roughly 5m

A Peterson HF with eps=0.0001 improves the 
agreement at larger pT by lowering the cross section



COMPARISON OF FFNS AND GM-VFNS PREDICTIONS
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Remarks: 

The D-meson HF  
is softer than the  

B-meson HF 
(εc > εb) 

At large pT, the scale 
uncertainty in the 

GM-VFN is reduced

LHC



Theoretical approaches: 
Zero Mass Variable Flavor Number Scheme 

(ZM-VFNS)



ZM-VFNS/RS

Factorization formula for inclusive heavy quark (Q) production:

d�H+X
'

X

a,b,c

Z 1

0
dxa

Z 1

0
dxb

Z 1

0
dz fA

a
(xa, µF )f

B

b
(xb, µF )d�̂ab!c+XDH

c
(z, µ0

F
) +O(m2/p2

T
)

• Same factorization formula as for inclusive production of 
pions and kaons 

• Quark mass neglected in kinematics and the short distance 
cross section

• Allows to compute pT spectrum for pT >> m  

• Needs scale-dependent FFs of quarks and gluons into 
the observed heavy-flavored hadron (H)



List of subprocesses in the ZM-VFNSLIST OF SUBPROCESSES: ZM-VFNS

Massless NLO calculation: [Aversa,Chiappetta,Greco,Guillet,NPB327(1989)105]
1. gg → qX
2. gg → gX
3. qg → gX
4. qg → qX
5. qq̄ → gX
6. qq̄ → qX
7. qg → q̄X
8. qg → q̄′X
9. qg → q′X
10. qq → gX
11. qq → qX
12. qq̄ → q′X
13. qq̄′ → gX
14. qq̄′ → qX
15. qq′ → gX
16. qq′ → qX

⊕ charge conjugated processes
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• In the VFNS we need FFs into the heavy 
meson/baryon for:


• Light quarks


• Heavy quarks


• Gluon


• The entire VFNS can be extended to the 
one-particle inclusive case: evolution 
equations for PDFs and FFs and αs; the 
matching conditions across the heavy 
flavor thresholds for PDFs and FFs and αs; 
calculation of the short distance cross 
sections


• In the FFNS we only had one scale-
independent FF of the heavy quark into the 
heavy meson/baryon

Cacciari, Mitov,  
Moch, …



Fragmentation functions

Approach 1: Perturbative FFs (PFFs)

DH

i
(z, µ0

F
) = DQ

i
(z, µ0

F
)⌦DH

Q
(z)

PFF evolved with DGLAP;
short distance;  
boundary condition calculable

Non-pert., scale-independent HF
describing hadronization of heavy 
quark Q into heavy hadron H

Caccciari, Greco, 
Nason, Oleari, ...

Mellin-moments of  DQH(z) determined from e+e- data

Approach 1I: treat FFs into H in the same 
way as FFs into pions or kaons 

Binnewies, Kniehl, Kramer, ...

Non-pert. boundary conditions DiH(z,m) from fit to e+e- data;
Determine FFs directly in x-space; evolved with DGLAP



PFF approachassessed clearly and unambiguously.
In Ref. [10] the CDF Collaboration compares its data

to a theoretical prediction obtained by convoluting the
NLO cross section for bottom quarks with a Peterson
fragmentation function. They use ϵ = 0.006 ± 0.002,
which is the traditional value proposed in Ref. [20]. They
claim that their data is a factor of 2.9 higher than the
QCD calculation.

The purpose of this Letter is precisely to implement
correctly the effect of heavy quark fragmentation in the
QCD calculation. Several ingredients are necessary in
order to do this:

• A calculation with resummation of large transverse
momentum logarithms at the next-to-leading level
(NLL) should be used for heavy quark production
[21], in order to correctly account for scaling viola-
tion in the fragmentation function.

• A formalism for merging the NLL resummed results
with the NLO fixed order calculation (FO) should
be used, in order to account properly for mass ef-
fects [22]. This calculation will be called FONLL
in the following.

• A NLL formalism should be used to extract the
non-perturbative fragmentation effects from e+e−

data [23–29].

We begin by pointing out that, as shown in Refs. [27,28],
the value ϵ = 0.006 is appropriate only when a leading-log
(LL) calculation of the spectrum is used, as is the case in
shower Monte Carlo programs. When NLL calculations
are used, smaller values of ϵ are needed to fit the data.
It must further be pointed out that, as noted in [30,31],
it is not the detailed knowledge of the whole spectrum
of D(z) in z ∈ [0, 1] to be relevant for the calculation of
hadronic cross sections. For the steeply falling differen-
tial distributions dσ/dpT, that have usually a power law
behaviour, the knowledge of some specific moment of the
fragmentation function

DN ≡

∫

D(z)zN dz

z
(2)

is sufficient to obtain the hadronic cross section. In fact,
assuming that dσ̂/dp̂T = Ap̂−n

T
in the neighborhood of

some p̂T value, one immediately finds

dσ

dpT

=

∫

dzdp̂T D(z)
A

p̂n
T

δ(pT − zp̂T) =
A

pn
T

Dn . (3)

Thus, the hadronic cross section is given by the product
of the partonic cross section times the nth moment of the
fragmentation function, where n is the power behaviour
of the cross section in the neighborhood of the value of pT

being considered. In Ref. [31] it is also shown that this
is an excellent approximation to the exact integral in the
cases of interest. The value of n for the pT spectrum in

the region of interest ranges from 3 to 5. It is therefore
clear that, when fitting e+e− data, getting a good deter-
mination of the moments of the non-perturbative frag-
mentation function between 3 and 5 is more important
than attempting to describe the whole z spectrum.

FIG. 1. Moments of the measured B meson fragmentation
function, compared with the perturbative NLL calculation
supplemented with different D(z) non-perturbative fragmen-
tation forms. The solid line is obtained using a one-parameter
form fitted to the second moment.

Fig. 1 shows the moments calculated from the xE (the
B meson energy fraction with respect to the beam en-
ergy) distribution data for weakly decaying B mesons
in e+e− collisions published by the ALEPH Collabora-
tion [32]. The experimental error bars shown in the plot
have been evaluated by taking into account the full bin-
to-bin correlation matrix [33]. Four curves are superim-
posed to the data. All of them have been obtained with
an underlying NLL perturbative description [23,29]. The
bottom quark mass m has been taken equal to 4.75 GeV
and the QCD scale has been fixed to Λ(5) = 0.226 GeV.
Sudakov resummation has not been included, since its
effect is negligible in the low-moment region [29]. These
are the default values of the parameters that we shall use
in this work for the computation of the hadronic cross
section.

The dot-dashed line represents the purely perturbative
part. The dashed line represents the convolution of the
perturbative part described above with a Peterson form
with ϵ = 0.006. It is evident that this produces a poor
description of even the lowest moments. The dotted line
is obtained using ϵ = 0.002, a value known to produce
good fits of the xE distribution when used together with
a NLL perturbative calculation [27,28]. The description
of the moments improves, but the line still cannot fall
within the error bars. There is thus a problem in obtain-
ing a good fit of the low moments of the fragmentation
function using the Peterson parametrization. The prob-
lem can be traced back to the need to fit points with very
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n~3,4,5

Determine HF from N=2 moment in PFF approach; 
not from entire x-spectrum



FFs into B mesons [1] from LEP/SLC data [2]FFS INTO B MESONS [1] FROM LEP1/SLC DATA [2]

Petersen Kartvelishvili-Likhoded
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I. Schienbein (LPSC Grenoble) D and B production in the GM-VFNS July 11–15, 2011 38 / 58



FFs into B mesons [1] from LEP/SLC data [2]FFS INTO B MESONS [1] FROM LEP1/SLC DATA [2]

Petersen Kartvelishvili-Likhoded

D(x , µ2
0) = N x(1− x)2

[(1− x)2 + ϵx]2
D(x , µ2

0) = Nxα(1− x)β

ALEPH, OPAL, SLD

x

1/
σ

ha
d  

dσ
/d

x(
e+ e-  →

 B
)

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

ALEPH, OPAL, SLD

x

1/
σ

ha
d  

dσ
/d

x(
e+ e-  →

 B
)

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
χ2/d.o.f. = 21.37 χ2/d.o.f. = 1.495

[1] Kniehl,Kramer,IS,Spiesberger,PRD77(2008)014011
[2] ALEPH, PLB512(2001)30; OPAL, EPJC29(2003)463; SLD, PRL84(2000)4300;
PRD65(2002)092006
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Note: The Petersen function or Kartvelishvili 
function is used here to parameterise the 

boundary condition for the heavy quark FF into 
the heavy meson which is then evolved. 

This is completely different from using a 
Petersen function as the scale independent 

“hadronization function”.



FRAGMENTATION FUNCTIONS INTO D MESONS
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FF for c → D∗

from fi tting to e+e− data
2008 analysis based on GM-VFNS
µ0 = m

global fi t: data from
ALEPH, OPAL, BELLE, CLEO
BELLE/CLEO fi t
[KKKS: Kneesch, Kramer, Kniehl, IS
NPB799 (2008)]

tension between low and high energy
data sets → speculations about non-
perturbative (power-suppressed) terms
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Theoretical approaches: 
General Mass Variable Flavor Number Scheme 

(GM-VFNS)



GM-VFNS

• Similar factorization formula as in the ZM-VFNS, BUT:  

• Quark mass retained in kinematics and the short distance 
cross section

• Allows to compute pT spectrum for pT >> m and pT ~ m  

• Uses the same scale-dependent PFFs of quarks and 
gluons (in the MSbar scheme)  

•  the scale-independent hadronization function might a 
priori differ in FFNS, ZM-VFNS and GM-VFNS 
determinations but to make connection to the fixed 
order calculation it is usually assumed to be the same in 
all cases



List of subprocesses in the GM-VFNSLIST OF SUBPROCESSES: GM-VFNS

Only light lines
1 gg → qX
2 gg → gX
3 qg → gX
4 qg → qX
5 qq̄ → gX
6 qq̄ → qX
7 qg → q̄X
8 qg → q̄′X
9 qg → q′X
10 qq → gX
11 qq → qX
12 qq̄ → q′X
13 qq̄′ → gX
14 qq̄′ → qX
15 qq′ → gX
16 qq′ → qX

Heavy quark initiated (mQ = 0)
1 -
2 -
3 Qg → gX
4 Qg → QX
5 QQ̄ → gX
6 QQ̄ → QX
7 Qg → Q̄X
8 Qg → q̄X
9 Qg → qX
10 QQ → gX
11 QQ → QX
12 QQ̄ → qX
13 Qq̄ → gX , qQ̄ → gX
14 Qq̄ → QX , qQ̄ → qX
15 Qq → gX , qQ → gX
16 Qq → QX , qQ → qX

Mass effects: mQ ≠ 0
1 gg → QX
2 -
3 -
4 -
5 -
6 -
7 -
8 qg → Q̄X
9 qg → QX
10 -
11 -
12 qq̄ → QX
13 -
14 -
15 -
16 -

⊕ charge conjugated processes

[1] Aversa, Chiappetta, Greco, Guillet, NPB327(1989)105
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Sec. II, both implemented at NLO with Λ(5)

MS
= 227 MeV and m = 4.5 GeV. For simplicity, we

use a common factorization scale for the initial and final states. We set the renormalization

and factorization scales to µR = ξRmT and µF = ξFmT , where mT =
√

p2
T + m2 is the

transverse mass of the b quark and ξR and ξF are introduced to estimate the theoretical

uncertainty. Unless otherwise stated, we use the default values ξR = ξF = 1. With our

default choices µ0 = m and µF = mT , we have µF → µ0 as pT → 0. In this limit, the FFs

and b-quark PDF should fade out and quench the cross section, leading to a turn-over of the

pT distribution. However, the precise location of the maximum and other details of the line

shape are also subject to other implementation issues of the GM-VFNS. We shall return to

this topic in Sec. IV.

The calculation of the cross section d2σ/(dpTdy) of B-meson hadroproduction at NLO

in the GM-VFNS proceeds analogously to the case of D mesons outlined in Ref. [13]. Now,

m denotes the mass of the b quark, and the c quark belongs to the group of light quarks q,

b

b B

g

g

(a)

g

b B

b

g

(b)

q

q

B

g

g

(c)

FIG. 2: Examples of Feynman diagrams leading to contributions of (a) class (i), (b) class (ii), and

(c) class (iii).

10

arXiv:0705.4392
Reaches 50% at Tevatron at 

small pT; decreases only 
mildly towards larger pT

Example diagrams
m ≠ 0 m = 0 (S-ACOT)



HARD SCATTERING COEFFICIENTS WITH HEAVY QUARK MASSES

Mass terms contained in the hard scattering coeffi cients:

dσ̂(µF , µF ′ , αs(µR), m
pT

)

Two ways to derive them:

(1) Compare massless limit of a massive fi xed-order calculation
with a massless MS calculation
to determine subtraction terms

[Kniehl,Kramer,IS,Spiesberger,PRD71(2005)014018]

OR

(2) Perform mass factorization using partonic PDFs and FFs
[Kniehl,Kramer,IS,Spiesberger,EPJC41(2005)199]

skip details
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(1) SUBTRACTION TERMS FOR THE GM-VFNS FROM MASSLESS LIMIT

• Compare limit m → 0 of the massive calculation (Merebashvili et al., Ellis,
Nason; Smith, van Neerven; Bojak, Stratmann; ...)
with massless MS calculation (Aurenche et al., Aversa et al., ...)

lim
m→0

dσ̃(m) = dσ̂MS + ∆dσ

⇒ Subtraction terms

dσsub ≡ ∆dσ = lim
m→0

dσ̃(m) − dσ̂MS

• Subtract dσsub from massive partonic cross section while keeping mass terms

dσ̂(m) = dσ̃(m) − dσsub

→ dσ̂(m) short distance coeffi cient includingm dependence
→ allows to use PDFs and FFs withMS factorization⊗ massive short distance
cross sections

• Treat contributions with charm in the initial state with m = 0
• Massless limit: technically non-trivial, map from phase-space slicing to
subtraction method
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(2) SUBTRACTION TERMS FOR THE GM-VFNS VIA MASS FACTORIZATION

Mass factorization
Subtraction terms are associated to mass singularities:
can be described by
partonic PDFs and FFs for collinear splittings a → b + X

• initial state: f (1)g→Q(x, µ2) = αs(µ)
2π P(0)

g→q(x) ln µ2

m2

f (1)Q→Q(x, µ2) = αs(µ)
2π CF

ˆ 1+z2
1−z (ln µ2

m2 − 2 ln(1− z) − 1)
˜

+

f (1)g→g(x, µ2) = −
αs(µ)
2π

1
3 ln

µ2

m2 δ(1 − x)

• fi nal state: d(1)
g→Q(z, µ2) = αs (µ)

2π P(0)
g→q(z) ln µ2

m2

d(1)
Q→Q(z, µ2) = CF αs(µ)

2π
ˆ 1+z2
1−z (ln µ2

m2 − 2 ln(1− z) − 1)
˜

+

• Other partonic distribution functions are zero to order αs

[Mele, Nason; Kretzer, Schienbein; Melnikov, Mitov]
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(2) SUBTRACTION TERMS VIAMS MASS FACTORIZATION: a(k1)b(k2) → Q(p1)X [1]

Sketch of kinematics:
x1k1

k2
p1

(a)
x2

(b)

z−1

(c)

Fig. (a): dσsub(ab → QX) =

Z 1

0
dx1 f

(1)
a→i (x1, µ

2
F ) dσ̂(0)(ib → QX)[x1k1, k2, p1]

≡ f (1)a→i(x1) ⊗ dσ̂(0)(ib → QX)

Fig. (b): dσsub(ab → QX) =

Z 1

0
dx2 f

(1)
b→j (x2, µ

2
F ) dσ̂(0)(aj → QX)[k1, x2k2, p1]

≡ f (1)b→j (x2) ⊗ dσ̂(0)(aj → QX)

Fig. (c): dσsub(ab → QX) =

Z 1

0
dz dσ̂(0)(ab → kX)[k1, k2, z−1p1] d

(1)
k→Q(z, µ′

F
2)

≡ dσ̂(0)(ab → kX) ⊗ d (1)
k→Q(z)

[1] Kniehl, Kramer, I.S., Spiesberger, EPJC41(2005)199
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GRAPHICAL REPRESENTATION OF SUBTRACTION TERMS FOR gg → QQ̄g

dσ̂(0)(gg → QQ̄) ⊗ d (1)
Q→Q(z):

dσ̂(0)(gg → gg) ⊗ d (1)
g→Q(z):

f (1)g→Q(x1) ⊗ dσ̂(0)(Qg → Qg):

f (1)g→Q(x2) ⊗ dσ̂(0)(gQ → Qg):
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GRAPHICAL REPRESENTATION OF SUBTRACTION TERMS FOR qq̄ → QQ̄g AND gq → QQ̄q

dσ̂(0)(qq̄ → QQ̄) ⊗ d (1)
Q→Q(z):

dσ̂(0)(qq̄ → gg) ⊗ d (1)
g→Q(z):

dσ̂(0)(gq → gq) ⊗ d (1)
g→Q(z):

f (1)g→Q(x1) ⊗ dσ̂(0)(Qq → Qq):
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Are heavy flavor FFs universal?



• Belle data prefer a harder D-meson FF than LEP 
data (a harder FF implies a bigger 4th moment 
and hence a bigger hadroproduction cross 
section)

• e+e- data do not constrain the gluon FF; 
perturbatively calculated boundary condition for 
the gluon (NLO, MSbar)

• The gluon FF is important in inclusive 
hadroproduction of heavy hadrons

• Problems with LHC data for Λc production

Universality? 



• OPAL data for e+e-→γ/Z→Λc: 4 points

• Belle data at Sqrt(S)=10.52 GeV: 35 points

• Use PDG2016 branching ratio  
BR(Λc+→π+ K- p)=0.0635  
[correcting the OPAL data from 1996 which 
used BR(Λc+→π+ K- p)=0.044]

• z-dependence of c- and b-quark FF at initial 
scale μ0= 5 GeV parameterized by a Bowler 
function

New fit of the Λc FF [arXiv:2004.04213]

4 New fit of the ⇤+
c FF

The old FF parametrization used in the previous section was based on a fit to OPAL
data [8] including only 4 points with rather large uncertainties. Here we describe a new
fit including Belle data at

p
S = 10.52 GeV [19]. The Belle data set is much more precise

and contains more points. Only 35 of the available total number of 42 points will be used
in our fit, since we have to exclude data at small values of the scaling variable x, where
theory is not reliable without taking resummation of soft-gluon logarithms into account.

The combination of old OPAL data with the more recent data from Belle requires special
care, since the two experiments have based their analyses on the observation of the decay
⇤+

c ! ⇡+K�p for which di↵erent branching ratios have been used. OPAL has used the 1996
value Br(⇤+

c ! ⇡+K�p) = 0.044 [8], whereas the analysis of the Belle measurements relies
on the world average Br(⇤+

c ! ⇡+K�p) = 0.0635 from the 2016 Review of Particle Physics
[29]. We, therefore, re-scale the OPAL cross sections by the factor 0.044/0.0635 = 0.6929.
The branching fractions for the transitions c ! ⇤+

c and b ! ⇤+
c are correspondingly

reduced by this factor.

The strategy for constructing the ⇤+
c FF is the same as in our previous work with T. Kneesch

for D-meson FFs [4]. The e+e� annihilation cross sections are calculated at NLO with cor-
rections for non-zero charm and bottom masses. Corrections for the finite mass of the
charmed baryon ⇤±

c are also taken into account. We parametrize the x-dependence of the
c- and b-quark FFs at their respective starting scales as suggested by Bowler [30]:

DQ(x, µ0) = Nx�(1+�)2(1� x)ae��2/x , (6)

with three parameters N , a and � for each of the quarks Q = c, b. The starting scales are
µ0 = 1.5 GeV for Q = c and µ0 = 5 GeV for Q = b. The fitting procedure is as follows. At
the starting scale µ0 = 1.5 GeV the c-quark FF is taken to be of the form given in Eq. (6),
while the FFs of the light quarks u, d, s and the gluon are set equal to zero. Then these
FFs are evolved to higher scales using the DGLAP evolution equations (see, for example,

Eq. (10) in Ref. [4]) at NLO with nf = 4 active quark flavors and a given value of ⇤(4)

MS
.

When the scale reaches the bottom threshold at µF = mb = 5 GeV, the bottom flavour is
activated and its FF is introduced in the Bowler form of Eq. (6). The evolution to higher

scales is performed with nf = 5 and the value ⇤(5)

MS
is properly adjusted to match the value

of ⇤(4)

MS
. We also note that, in Ref. [19], the Belle collaboration has provided data which are

corrected for radiative e↵ects. We use these data and thus do not have to apply radiative
corrections ourselves, as described in Ref. [4].

Similarly to the work in Ref. [4], we perform three di↵erent fits. First, FFs are determined
using separately the B-factory data (Belle fit) and the rescaled Z-factory data (OPAL fit).
Then we obtain a common fit (global fit) combining the two data sets.

We start by updating the FF fit to the OPAL data using the rescaled cross sections to
match the up-to-date value of Br(⇤+

c ! ⇡+K�p). There are two data sets coming from
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New fit of the Λc FF [arXiv:2004.04213]

FF set xc(10.52 GeV) xc(MZ) xb(10.52 GeV) xb(MZ)
OPAL — 0.5389 — 0.2717
Belle 0.5685 — 0.3063 —
global 0.5685 0.4868 0.3009 0.2666

Table 3: Values of average energy fractions for c ! ⇤+
c and b ! ⇤+

c transitions at
µf = 10.52 GeV and µF = MZ .
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Figure 10: OPAL fit (left) and global fit (right) compared with OPAL data. The dashed
line shows the contribution originating from b-quark production, the dotted line describes
the c component and the full line is the sum of both contributions to the normalized
production cross section.
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c + c.c. production cross section

compared with Belle data.
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3 Fits to LEP and BELLE data: 
just OPAL, just BELLE, combined

OPAL Belle global

Nc 80345 1⇥ 1010 1⇥ 1010

ac 0.35431⇥ 10�6 2.1828 2.1821
�c 3.6432 4.5391 4.5393
Nb 19.953 19.953 41.973
ab 6.3031 6.3031 7.4092
�b 1.1773 1.1773 1.2457

�2/d.o.f 0.4749 3.2928 2.8030

Table 1: Values of fit parameters resulting from the OPAL, Belle and global fits in the
GM-VFNS approach together with the value of �2 per degree of freedom.

FF set Bc(10.52 GeV) Bc(MZ) Bb(10.52 GeV) Bb(MZ)
OPAL — 4.1739⇥ 10�2 — 8.2474⇥ 10�2

Belle 6.6476⇥ 10�2 — 8.9244⇥ 10�2 —
global 6.6435⇥ 10�2 6.4452⇥ 10�2 8.3220⇥ 10�2 7.7197⇥ 10�2

Table 2: Values of c ! ⇤+
c and b ! ⇤+

c fragmentation fractions at µf = 10.52 GeV and
µf = MZ .

OPAL [8]: one sample includes only ⇤±
c baryons produced in the decays of b hadrons from

Z ! bb̄ (denoted b-tagged); a second sample includes in addition ⇤±
c baryons from the

direct production in Z ! cc̄ events and from light-quark and gluon fragmentation (denoted
total). We determine the FFs for c ! ⇤+

c and b ! ⇤+
c in a common fit. The resulting

values of the fit parameters and the �2 per degree of freedom are given in Table 1 in the
column denoted “OPAL”. The quality of the fit may be judged from Fig. 10 (left). The
fragmentation fractions for c ! ⇤+

c and b ! ⇤+
c resulting from this fit at µF = 10.52 GeV

are listed in Table 2 and the average energy fractions in Table 3. Compared with our
previous fit [7], these values have changed as expected.

In the Belle data [19], contributions from B-meson decays are excluded, so that the b ! ⇤+
c

FF is not needed in the calculation of cross sections. However, the FFs from c and b quarks
are coupled through the DGLAP evolution. We fix the b ! ⇤+

c FF using the values of Nb,
ab and �b obtained from the OPAL fit. The fit to the Belle data yields new values for Nc,
ac and �c, which are shown in the column denoted “Belle” in Table 1. The corresponding
values for the fragmentation and average energy fractions are given in Tables 2 and 3,
respectively.

Finally, in our global fit, we use all available data for inclusive ⇤+
c +c.c. production in e+e�

annihilation from Belle and OPAL. The resulting values of the fit parameters and of �2

are included in Table 1, and the resulting fragmentation and average energy fractions are
found in Tables 2 and 3, respectively. The result of the global fit is compared with OPAL
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New fit of the Λc FF [arXiv:2004.04213]
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Figure 12: The fragmentation function for c ! ⇤+
c at scales µ = 10.52 GeV (left) and

µ = MZ (right). The full curves show the new fit described in this work, the dashed lines
represent the fit of Ref. [7].
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Figure 13: The fragmentation function for g ! ⇤+
c (left) and b ! ⇤+

c (right) at µ =
10.52 GeV. The full curves show the new fit described in this work, the dashed lines
represent the fit of Ref. [7].

data in Fig. 10 (right). Compared with the OPAL fit, i.e. without the Belle data, shown in
the left part of Fig. 10, the global fit has a larger c ! ⇤+

c component. The comparison of
the global fit with the Belle data is shown in Fig. 11. The quality of the fit is obviously not
perfect. This might be connected to the fact that the Bowler ansatz for the heavy-quark
FFs contains only three free parameters and, therefore, is not flexible enough. It is clear
that the Belle data dominate the fit, since this data set contains many more data points
with smaller uncertainties. This is also reflected by the values of the c ! ⇤+

c fragmentation
fraction shown in Table 2. We, therefore, do not show a separate figure with a comparison
of the Belle fit with Belle data, since it would be almost indistinguishable from Fig. 11.
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data in Fig. 10 (right). Compared with the OPAL fit, i.e. without the Belle data, shown in
the left part of Fig. 10, the global fit has a larger c ! ⇤+

c component. The comparison of
the global fit with the Belle data is shown in Fig. 11. The quality of the fit is obviously not
perfect. This might be connected to the fact that the Bowler ansatz for the heavy-quark
FFs contains only three free parameters and, therefore, is not flexible enough. It is clear
that the Belle data dominate the fit, since this data set contains many more data points
with smaller uncertainties. This is also reflected by the values of the c ! ⇤+

c fragmentation
fraction shown in Table 2. We, therefore, do not show a separate figure with a comparison
of the Belle fit with Belle data, since it would be almost indistinguishable from Fig. 11.
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Dashed lines: old fit (Kniehl, Kramer 2006), Solid lines: new fit



Comparison with LHC data [arXiv:2004.04213]

integrated cross sections were compared with our GM-VFNS calculations using the ⇤+
c FFs

of Ref. [7] for pT � 3 GeV. These GM-VFNS predictions agreed fairly well with the LHCb
data [10].

Our previous calculation of the ⇤±
c production cross section was performed with a choice

of the renormalization and factorization scales which forced us to restrict ourselves to large
pT . To improve this, we repeat these calculations with the same ⇤+

c FF of Ref. [7], but now
using the scale parameters as described in Sect. 2. The cross sections d�/dpT compared
with the LHCb data [10] are shown in Fig. 1, left side. We have rescaled these data1 to be
consistent with a more recent value for the branching ratio of the ⇤+

c ! ⇡+K�p decay [1]
(factor 0.7874). The data thus obtained lie inside the theory uncertainty band which is
obtained from scale variations for µR using scale factors ⇠R ranging from 0.5 to 2.0. The
ratio of data over theory is presented in Fig. 1, right side. For the default scale ⇠R = 1.0,
it agrees with unity inside the experimental errors. The error bars for the data are only
shown for the central curve (full line) corresponding to ⇠R = 1.0. The histograms with
dashed lines correspond to ⇠R = 0.5 and ⇠R = 2.0.

In order to obtain ratios of ⇤+
c over D0 production, we calculate the cross section for

inclusive D0 production with the same kinematical conditions and with the same choice of

1 This rescaling is needed only for the LHCb data. The data analyses of ALICE and CMS to be
discussed below have already used the more recent value of the branching ratio for the ⇤±

c decays.
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Figure 1: Di↵erential ⇤±
c production cross sections at

p
S = 7 TeV as a function of pT

compared with LHCb data. The right plot shows the ratio of data over theory. The dashed
histograms indicate the scale uncertainty for 0.5  ⇠R  2.0.
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Results are shown with the old Λc FFs from 2006. 
With the new FFs the cross sections are slightly lower(!)  

by 15% in the first pT-bin to 35% in the last pT-bin

Data rescaled by 0.7874 due  
to the more recent BR 
(only needed for LHCb)

LHCb



Comparison with LHC data [arXiv:2004.04213]

scales µF and µR as for ⇤±
c . They include the inclusive production of both charge-conjugate

states, D0 + c.c., as given in the LHCb publication [10]. The predictions are compared
with the data [10] for

p
S = 7 TeV. We find agreement within the theory uncertainty

band given by the scale variation (see Fig. 2, left side). The ratio of data over theory,
shown in the right panel of Fig. 2, is approximately 0.8. Experimental uncertainties are
rather small, and the deviation of this ratio from unity is quite significant, but agrees with
theory within the larger theory uncertainties. Using these results, we can now calculate
the ratio of ⇤+

c and D0 cross sections as a function of pT . The result is shown in Fig. 3.
The predicted ratio is approximately equal to 0.15 and below the experimental value of
' 0.2 by about one standard deviation of the experimental errors. One should note that
the scale dependence of the theory prediction cancels to a good degree in the ratio of cross
sections. The dependence on PDF uncertainties is expected to be much smaller than the
scale dependence [25] and would also cancel to some extent in the ratio of cross sections.

We repeat these calculations to compare with ALICE data [11]. These data have been
obtained for central production |y|  0.5 at

p
S = 7 TeV and in five pT bins between

1 GeV and 8 GeV. One should note that these data are for inclusive ⇤±
c production without

including charge-conjugate states, in contrast to data from the LHCb collaboration. We
choose the prescription of Eq. (5) to fix the renormalization and factorization scales. The
results are shown in Fig. 4, left side, and compared with the ALICE measurements [11].
For all five pT bins the data are larger than our predictions and outside the theory error
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Figure 4: Di↵erential ⇤±
c production cross sections at

p
S = 7 TeV as a function of pT

compared with ALICE data. The right plot shows the ratio of data over theory. The
dashed histograms indicate the scale uncertainty for 0.5  ⇠R  2.0.
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Results are shown with the old Λc FFs from 2006. 
With the new FFs the cross sections are slightly lower(!)  

by 15% in the first pT-bin to 35% in the last pT-bin

ALICE



Λc/D0 ratio [arXiv:2004.04213]
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Figure 8: Di↵erential D0 production cross sections at
p
S = 5.02 TeV as a function of pT

compared with CMS data. The right plot shows the ratio of data over theory. The dashed
histograms indicate the scale uncertainty for 0.5  ⇠R  2.0.
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Figure 9: ⇤+
c to D0 ratio of production cross sections at

p
S = 5.02 TeV as a function of

pT compared with CMS data.
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Figure 6: ⇤+
c to D0 ratios of production cross sections at

p
S = 7 TeV as a function of

pT compared with ALICE data.

section.

Finally, we present results for ⇤±
c and D0 production at

p
S = 5.02 TeV, which we compare

with the recent CMS measurements [12]. Data from CMS are available for d�/dpT in four
pT bins in the range between 5 and 20 GeV, and in the rapidity interval |y| < 1.0. This
kinematic range is similar to the one of the ALICE measurements [11]. Both cover the
central rapidity range, somewhat larger in the case of CMS (|y| < 1.0) than in the case
of ALICE (|y| < 0.5). Our results are shown in Fig. 7, left side, and compared with the
four data points from CMS [12]. The ratio of data over GM-VFNS predictions is presented
in Fig. 7, right side, and agrees with unity at the lower border of the uncertainty band
due to scale variations, i.e. within theory errors. The results of d�/dpT for D0 production
in the same pT bins are shown in Fig. 8, left side. Our results are compared with CMS
data, which we have taken from the corresponding figure in Ref. [28]. We find a very good
agreement between data and the calculation using default scales. The ratio of data over
theory shown in Fig. 8, right side is equal to unity, as expected. The ratio of d�/dpT for
⇤+

c over D0 production is shown in Fig. 9. Theory predicts a ratio of ' 0.15, a result
similar to the one obtained for the LHCb kinematic range shown in Fig. 5, i.e. theory does
not predict for this ratio a strong dependence on the rapidity range. The CMS data for
the ⇤+

c /D
0 ratio shown in Fig. 9 is approximately 0.3, only a factor two larger than the

theoretical result. The data point for the bin 6 < pT < 8 GeV in Fig. 9 can be compared
with a data point in the same pT bin from ALICE, see Fig. 6. The two data di↵er only
by the di↵erent sizes of the y coverage. The ALICE point is found at a value of 0.4± 0.1,
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Figure 2: Di↵erential D0 production cross sections at
p
S = 7 TeV as a function of pT

compared with LHCb data. The right plot shows the ratio of data over theory. The dashed
histograms indicate the scale uncertainty for 0.5  ⇠R  2.0.
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Figure 3: ⇤±
c to D0 ratio of production cross sections at

p
S = 7 TeV as a function of pT

compared with LHCb data.
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• LHCb: Theory < Data by about 1 sigma (scale uncertainty largely cancels)

• ALICE: Theory ~ 0.15, Data ~ 0.6 … 0.4; clear disagreement due to Λc cross section

• CMS: Theory ~ 0.15, Data ~ 0.3;  Are ALICE and CMS data compatible at pT~7 GeV?

• Note: pQCD predicts a flat pT dependence for pT > ~2mc



• Contribution from excited charm baryon states much bigger in 
pp at LHC than in e+e- at Belle?


• Higher twist effects beyond the pQCD factorisation 
present in pp and more important for Λc compared to D0? 
Should fade away at larger pT


• Could NNLO help? Unlikely for the Λc/D0 ratio. 
Should affect all measurements in similar way


• More data differential in both pT and y would be helpful. 
Overlapping kinematic regions: check compatibility


• More data at larger pT would also be helpful. 
The higher the pT the more reliable the twist-2 pQCD prediction.

Discussion [arXiv:2004.04213]



Heavy flavours in DIS and the EIC



• Charm production contributes up to 30% to the cross section at 
small-x

• It has been often stated often that the main production 
mechanism is boson-gluon fusion. However, this statement doesn’t 
make much sense.  
 
A better question would be: Is the FFNS more adequate than a 
GM-VFNS in semi-inclusive DIS? 

• The energy distribution of the D meson in SIDIS is most sensitive 
to the charm fragmentation processes. The FFs play an important  
role in the normalization of the pT and η distributions.  
 
Note that the pT distribution in hadroproduction of heavy hadrons 
is only sensitive to the 4th or 5th moment of the FF (for pT >~ 
2m) affecting again the normalization

Lessons from HERA and neutrino DIS
Kretzer, Schienbein, hep-ph/9808375



zD distribution at HERA in the ACOT scheme
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z = (pD*pN)/(q*pN), the scaling variable for the D-meson  
energy distribution; in the nucleon rest frame z = ED/(E-E’)



• It might be that the HF for D* mesons (LEP 
data, εc~0.02) is harder than the one for D 
mesons (CCFR, CDHSW, ARGUS, CLEO 
data, εc~0.06)

• Again the question: Is the D-meson HF 
universal? Going from low energies to LEP 
and comparing nu-A, e-p, e-A, e+e-

Lessons from HERA and neutrino DIS
Kretzer, Schienbein, hep-ph/9808375



• Fixed order calculations (NLO, NNLO) should work perfectly well at the EIC.  
Effects due to the resummation of collinear logs will be small at EIC kinematics.

• Still important to test GM-VFNS calculations against data for heavy quark production in 
SIDIS. Improve on how to account for the kinematics in the GM-VFNS in a more 
differential situation.

• Measurements of the ED spectra in ep and eA will be interesting to compare.  
Best access to the charm fragmentation process. In the ep case without nuclear effects 
compared to the nuA scattering. (We don’t have nu-p data for D-meson production.)

• Compare HF for D* and D mesons: is one harder than the other? What is <z>?

• Understand nuclear matter effects in eA collision first in the FFNS.  
Looks conceptually simpler: short-distance production of a heavy quark, then energy loss 
during propagation through the nucleus, then hadronization described by the scale-
independent HF

• How to constantly include energy loss effects in a VNFS?  
Medium-modified evolution? Avoid double-counting!

• Other nuclear effects?

• Important to measure the production of different heavy flavoured mesons and baryons  
in ep and eA including Lc

Conclusions for the EIC



Backup slides



Termes in the perturbation series

LL NLL NNLL ...

LO 1

NLO aL a

NNLO (aL)2 a(aL) a2

... ... ... ... ...

Fixed Order→

ResummedL = ln (m/pT)  
a = αs/(2 π)



FFNS/Fixed Order NLO

LL NLL NNLL ...

LO 1

NLO aL a

NNLO (aL)2 a(aL) a2

... ... ... ... ...

Fixed Order→

Resummed

m≠0

m≠0



ZM-VFNS/Resummed NLO

LL NLL NNLL ...

LO 1

NLO aL a

NNLO (aL)2 a(aL) a2

... ... ... ... ...

Fixed Order→

Resummed

m=0 m=0



GM-VFNS/FONLL (NLO+NLL)

LL NLL NNLL ...

LO 1

NLO aL a

NNLO (aL)2 a(aL) a2

... ... ... ... ...

Fixed Order→

Resummed

m≠0

m≠0 m≠0

m=0 m=0

m=0 m=0



NLO Monte Carlo generators: 
MC@NLO and POWHEG



NLO MC generators 

• MC@NLO, POWHEG: hep-ph/0305252, arXiv:0707.3088  
consistent matching of NLO matrix elements with parton 
showers (PS)

• Flexible simulation of hadronic final state  
(PS, hadronization, detector effects)  
 
Note: FONLL and GM-VFNS only one-particle inclusive 
observables

• High accuracy: NLO+LL*  
(FONLL and GM-VFNS have NLO+NLL accuracy)

• Simulation of hadronic final state involves tuning; 
NOT a pure theory prediction!
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Figure 1. Transverse-momentum distributions of D0 (top), D+ (centre) and D∗+ (bottom) mesons
centrally produced at the LHC with

√
s = 2.76 TeV and compared to ALICE data [9].
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Figure 3. Transverse-momentum distributions of D0 (top), D+ (centre) and D∗+ (bottom) mesons
centrally produced at the LHC with

√
s = 7 TeV and compared to ALICE data [10].
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Figure 4. Transverse-momentum distributions of D+
s mesons centrally produced at the LHC with√

s = 7 TeV and compared to ALICE data [11].

divided into five equidistant rapidity bins and successfully compared there, but we refrain

here from showing the corresponding figures and POWHEG predictions as they do not add

significant information.

At central rapidities (|y| < 0.5), ALICE has furthermore measured heavy-flavour de-

cay into electrons without flavour separation [23]. The main backgrounds here stem from

pseudoscalar, light and heavy vector meson decays, which have been subtracted, together

with real and virtual photon conversions, using a Monte Carlo “cocktail” calculation [23].

A comparison with FONLL predictions is included in the experimental publication, while a

comparison with GM-VFNS predictions can be found in Fig. 3 in the Erratum of Ref. [39].

The measurement was subsequently repeated including flavour separation, where decays

of beauty hadrons were identified through a secondary vertex, displaced from the primary

collision vertex [24]. For this data set, comparisons with FONLL have been made in the ex-

perimental publication and with GM-VFNS in Ref. [39], but only for the decays of bottom

hadrons. As one can see in Fig. 6 (bottom), the theoretical uncertainty for the latter is very

large at small pT , whereas it is much smaller for charm decays, as can also be seen in Fig.

6 (top) and as it should be for smaller quark masses. For beauty decays, the POWHEG

prediction and its theoretical uncertainty coincide almost exactly with the FONLL predic-
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