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LHCb in 2021-2024

e Single-arm forward

spectrometer
at the LHC

e p-p bunch
crossing rate:
30 MHz

e Luminosity:
2x10% cm=s™
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Trigger-less readout: why?

Low level trigger yield vs Luminosity (cm™ s™)

e With traditional calorimeter+muons for a trigger rate of 1 MHz
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Trigger-less readout: how?

e Spectrometer geometry:
fibres/ cables are not "in the way"

e Relatively low radiation levels allow

relaxed radiation-hardness requirements

for FPGAs in many detector front-ends
e /Zero-suppression on the detectors

e Total event size comparatively small
(~100 kB]

e Bonus:
software trigger can do online selection
with offline-like reconstruction
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Trigger-less readout: when?

Readout throughput (Tb/s)
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Data-processing and event selection

e Two stages of software
filtering:

1) "HLT1" on GPGPUs 32Tb/s l

2] "HLT2" on CPUs

 Large storage bufferto |, 1/
decouple the two

e (alibration and
alignment are
performed "semi-live", 80 Gb/s

while the data are
buffered
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REAL-TIME ALIGNMENT &
CALIBRATION

FULL RECONSTRUCTION (HLT2)

26% FULL Offline teconstructioq and
associated processing
68% TURBO &

real-time analysis

Offline reconstruction and

0,
6% CALIB associated processing
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Front-end; GBT over Versatile Link
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Front-end: GBTx multiplexing

e-port ¢

FE ASIC
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 GBT/Frontend interface:
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 Programmable data rate:
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Back-end: PCled40

A single custom-made FPGA board for DAQ and Control

e Based on Intel Arria10

e 48x10G-capable
transceivers on
8xMPQO for up to 48

full-duplex Versatile
Links

e 2 dedicated 10G SFP+
for timing distribution

16x PCle 3.0
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One board, many firmware personalities

* Reception and
distribution of global
40 MHz timing

e (5eneration and
distribution of
synchronous and
asynchronous
commands

* Event type (physics,
calibration, empty]
generation

1 Readout Supervisor [SODIN)
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One board, many firmware personalities

42 Interface Boards (SOL40]

e Distribution of the global
timing to the front-ends

e Interface bridge between
the control system and
the front-ends
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One board, many firmware personalities

478 Readout Boards (TELLA40O]

e Data Acquisition

e First pre-processing of
the data

« Eg.

- Re-ordering and
separation on event
boundaries of
streaming data

— Hit clustering
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Legend

TI min g a N d Fa St DG E?Sfc”?f«ﬁ?il PCIed0 card

+— DATA

Commands

ILHC Readout

Partitions 1 —:>64‘|KIUG-PONT Partitions 7 -> 12

e Synchronously driving the ! }
Front-End electronics over
G BT Partition 2

 10G-PON for efficient Back- T tios — i | | oue
End signal distribution and e
fixed phase clock recovery l ’H' ’P ’P

* Partitioning for debugging and o ——
commissioning Bosds Boards  Boards

/i,/I/To FE % From FE %

T. Colombo » LHCb DAQ & event filter in 2021-2024 17 Nov 2020




i

aun o @R 1 Il .
. L | I¥:
JpRC oSy -

T. Colorn}bo » LHCb DAQ & event filter in 2021-2024

2 AMD EPYC
/002-series CPUs

- PCle 4.0

- 8+8 DDR4 channels

3 readout boards

2 InfiniBand 200G
NICs

Up to 3 GPUs
512 GiB RAM

(buffer to decouple EB

and readout)
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Challenges tor EB servers

Memory subsystem pushed to the limits! RDMA is crucial.

Total 1/0 throughput (Gb/s)
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EB network:
InfiniBand 200G
Fat tree

28 switches
360 ports

32 Th/s 72 Tb/s total

Storage / filter
network:

Ethernet 10/100G
3 Tbh/s total

1Thb/s

200G IB

Event filter storage:
100GbE Up to 40 PB
10GbE

16 storage servers



Challenges for the EB network

* Needs to collect data from 4 /8 readout boards into a single
"location”

 And hand it over to GPGPUs + CPUs for further processing
e \Want high link-load (keeping costs low]
* \Want to use some kind of remote DMA to reduce server-load
e Traffic Is inherently congestion-inducing
— (Our solution: careful application-level traffic scheduling

— Specialized routing algorithm for our network topology (fat tree]
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Event building, a.k.a. MPI_Alltoall

e Traffic pattern is all-to-all gather:
For each event, one “builder” server
receives fragments from all servers

e Schedule; linear shift

- With N servers, the transfer of N
events Is divided into N phases

- In every phase each server exchanges Ps

data with only one server o

 |f the start of a phase is synchronized, ®

. . @

and the network is non-blocking
— no link conflicts! o 2 4 s 8 & 4 o

Image credit: B. Prisacari et al.
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ocalability on InfiniBand

EB bandwidth per node Tested at the
1000 Goethe-HLR
90000 ¢ — HPC cluster
80000 —— (InfiniBand 100G])
“IF'—N
70000
. 60000
2 === TWO-way 0su_bw
= 50000 == 32a_Sync_mpi
% dagpipe / linear shift
_g 40000 ==t daqpipe / random
30000
20000 Wlt_h the r‘l_ght
10000 traffic shaping,
) almost perfect
0 10 20 30 40 50 60 70 80 90 100 scalabll I’CyI

Nodes

T. Colombo » LHCb DAQ & event filter in 2021-2024 17 Nov 2020 20




ocalability on InfiniBand

EB bandwidth per node Tested on the
CMS DAGQ
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\Why InfiniBand?

e PCle Gen4 allows using 200 Gbit/s connections:
Lower cost, better scalability, but so far only effectively exist for B!

 Remote DMA is crucial for EB server performance:

— RDMA implementations do not like packet drops:
either deep buffers or good flow control are needed.

— Deep buffers @ 100G = expensive/non-existent BAM tech.

— Many flow-control bugs found on available reference platforms.

 Could never get access to a really big Ethernet test system:
Network congestion issues only appear at scale.
For InfiniBand we have used super-computer sites.

e Lowest risk solution — within our budget - is the InfiniBand solution
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ocalability on Ethernet with deep buffers

30 nodes versus 88 nodes
(2 MB optimal message size)
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 LHCDb can do and afford a full read-out at bunch-crossing rate

e Single stage synchronous readout built around GBT and a single
flexible FPGA board

e Detector control uses the same FPGA boards as the timing
distribution system

« AMD Rome (PCle Gen4) based servers make compact,
very-high-1/0 event-builder, connected with 200 Gb/'s InfiniBand

e Event-selection is entirely in software to maximize physics yield,
iIncrease the amount of data collected, flexibility and minimize cost

 The system is very well scalable, by up to 3 a factor without any
substantial changes
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