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Towards the next-generation research model in Nuclear Physics
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Science & Industry remarkable advances in electronics, 
computing, and software over last decade

Evolve & develop Nuclear Physics research model based 
on these advances

Role of computing Data processing from DAQ to analysis 
largely shaped by kinds of computing that has been available
Example Trigger-based readout systems

Advances in electronics, computing, and software Unique 
opportunity to think about new possibilities and paradigms
Example Streaming readout systems



Integration of DAQ, analysis and theory to optimize physics reach
• seamless data processing from DAQ to analysis using streaming readout 

• opportunity for near real-time analysis using AI / ML (alignment, calibration, reconstruction)
• opportunity to accelerate science (significantly faster access to physics results)

Streaming readout and its opportunities
Definition of streaming readout
• data is read out in continuous parallel streams that are encoded with information 

about when and where the data was taken. 
Advantages of streaming readout
• opportunity to streamline workflows
• take advantage of other emerging technologies, e.g. AI / ML
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Seamless integration of DAQ and analysis using AI/ML
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prototype components of streaming readout at NP experiments
→ integrated start to end system from detector read out through analysis
→ comprehensive view: no problems pushed into the interfaces

prototype near real-time analysis of NP data
→ inform design of new NP experiments

GOAL
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Streaming readout tests
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TDIS Streaming Readout PrototypeStreaming readout of fADC250Developed streaming readout 
simulations 

Demonstrated how to integrate any 
MCEG into streaming readout

Toy Detector Data (JANA2 & ROOT): 1 channel, 100 “events”, 10 MHz sampling
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GEM

Transition 
PCB

Hall C Prototype GEM Detector (Mississippi State)

- Triple GEM  (153.6mm x 153.6mm active area)
- X and Y readout 400μm pitch  (X strips 80μm, Y strips 340 μm)
- 768 channels match well with our 800 channel SAMPA readout system  

(I guess spacetime is curved after all)Streaming Readout Workshop VII, November 17, 2020



Streaming readout software
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INDRA-ASTRA file server

1.5 TB of memory (Intel® Optane™)
1.0 TB of solid state storage

JANA2 for parallel processing of 
streamed data

Developed messaging library

• receiving data from streaming data 
source

• sending it efficiently over the network 
(TCP)

• re-broadcasting the data using the 
ZeroMQ messaging protocol

• subscribing to a stream of data

tested at rates up to ~50 Gbit/s

JStreamingEventSource<ReadoutMessage>
: JEventSource

Streaming Data Readout, no event building

ZmqSource
<ReadoutMessage>

ZMQ
queue

JANA
queue

HistProcessor:
JEventProcessor

HitFactory:
JFactory

TrackFactory:
JFactory

Histogram

ClusterFactory:
JFactory
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Streaming readout analysis
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Streaming plugins (data, MC)

• decoding of streamed data 
• visualization of streamed data
• automated data-quality monitoring
• online calibrations
• fully extensible in JupyterLab

Streaming Readout Workshop VII, November 17, 2020



Automated data-quality monitoring and calibrations 

To deal with time-changing data, one needs strategies, at least, for the following:

1. detecting when a change occurs

2. determining which examples to keep and which to drop

3. updating models when significant change is detected
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“In most challenging data analysis applications, data evolve over time and must be analyzed in near real 
time. Patterns and relations in such data often evolve over time, thus, models built for analyzing such 
data quickly become obsolete over time. In machine learning and data mining this phenomenon is 
referred to as concept drift.” [1]



Automated data-quality monitoring and calibrations 
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1. Identify different data-taking periods
Use ADWIN to identify the start of distinct data-taking periods based on 
changes in the mean of the data stream. 

2. Calibrate different data-taking periods to a baseline
Use Hoeffding’s inequality to estimate the mean of each data-taking 
period and apply a constant shift to each data taking period by the 
difference between the means of a baseline period and each 
subsequent period.

OUR 
APPROACH



ADWIN Algorithm

• ADWIN is an ADaptive WINdowing technique used for detecting distribution changes, concept 
drift, or anomalies in data streams with established guarantees on the rates of false positives 
and false negatives [2]. 

• ADWIN Inputs:
• confidence value ! ∈ 0,1
• data stream &', &(, … , &*, … where each &* is available at time + drawn from some 

distribution with expected value ,*

• ADWIN keeps a sliding window - with the most recently read &.
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MAIN IDEA: whenever two sufficiently large subwindows of - have sufficiently different 
means, then it is likely the corresponding expected values are different, and the older 
portion of the window is dropped.

• Moreover, the window size is expected to stay large while ,* remains constant in 
-, and becomes small when ,* changes



ADWIN Algorithm

Partion ! into subwindows !" and !#.

Let !" = %", !# = %#, and ! = %.

Define:
& = 1

1/%" + 1/%#

*+ = *
%

,-./ =
1
2& ln 4*+

The probability for both false positive and false 
negative is at most *.
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45, 457#, … , 4579:, 4579:7#, … , 4579
!
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An example data stream

To represent the data stream we use a sample of 
120,000 Inclusive Deep Inelastic Scattering Monte 
Carlo events

• generated in the context of the ZEUS experiments

• Includes full detector simulation

• Reconstructed kinematics with all detector 
effects. 

We observe a stream of ! and "#, reconstructed by 
the electron method [3] based on the measurement 
of the !, %, & position and energy ' of the 
outgoing lepton in the calorimeter.

We subdivide the stream into 3 data-taking periods 
of equal parts and apply a constant shift of two 
standard deviations to each !, %, & position and 
energy ' measurements in the second data taking 
period.
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An example data stream
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Data 
Period

Start 
Time

Time ADWIN 
Detects Change

2 40000 40020

3 80000 80012

!"
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An example data stream
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An example data stream

Two cases:

• 1D: only use information from !"

• 2D: use information from #, !"
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A higher-dimensional extension of ADWIN improves its ability to find changes in the data 
distribution.



An example data stream

• After using ADWIN2 to detect different data-taking periods, each period is calibrated to 
the baseline period.

• The simple calibration we use is to shift each period by a constant value to force its 
mean to be equal to the baseline mean
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An example data stream

For a confidence level ! = 0.01 and a margin of error of & = 0.01:
a minimum sample of 26492 observations is needed to estimate of the mean in each 
data-taking period.
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Hoeffding’s Inequality:
If (), (+, … , (- are independent random variables bounded between [0,1] drawn from 
the same distribution with expected value ., and define ( to be the sample mean, then 
for any & > 0, ℙ ( − . > & < 34+-56 .

Consequently, to estimate the mean of a distribution with (1−!)%-confidence
and a margin of error of &, we need at least 7 observations, where:

7 = log 2/!
2&+



An example data stream
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Automatically identify changes in the 
underlying probability distribution Re-calibrate in case of changes Full re-calibration
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An example data stream
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ADWIN Algorithm

ADVANTAGES:
• Fast algorithm
• No prior assumption on the underlying distribution of data samples
• No a priori determination of a fixed window size
• Can easily be extended to higher-dimensional anomaly detection
• Does not require any training on simulated data sets

DISADVANTAGES:
• Need to store a large window size when the data stream distribution is stable
• Uses only the mean to characterize changes
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ADWIN provides a general, automated data-quality monitoring technique that can be adapted to other 
data streams
• We assume that the auto-calibration method is mainly about the automated data-quality monitoring
• the calibration problem is a standard optimization problem and does not require ML. Moreover, we can 

re-use existing calibration methods. ADWIN provides this flexibility.

Upcoming Task: real detector tests

Ultimately, new possibilities and paradigms for NP
• seamless data processing from DAQ to analysis using streaming readout
• opportunity for near real-time analysis (auto-alignment, auto-calibration, near real-time reconstruction)
• opportunity to accelerate science
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