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RHIC and ATLAS Computing Facility (RACF)

Organizationally established in late Organizationally established in late ’’90s90s

Staffed as a Group in Physics DepartmentStaffed as a Group in Physics Department

Equipment physically located at Brookhaven Computing Equipment physically located at Brookhaven Computing 
Facility (BCF)Facility (BCF)

BCF operated by ITD

Currently coCurrently co--located and colocated and co--operated operated 
ACF ramping up quickly, compared to RCF currently

o ACF capacities are ~ 65% for processing, 95% for disk capacity

o ACF staff level ~ 85% of RCF
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Expected Computing Capacity Evolution 
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Expected Disk Storage Capacity Evolution
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RCF Mission and Scale

MissionMission
Online Recording of Raw Data

Production reconstruction of Raw Data

Primary Facility for Data Selection and Analysis

Long time Archiving and Serving of all Data

ScaleScale
Authorized staff of 20 FTE’s
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A lot more Raw Data this Year …
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ATLAS Computing at BNL

Principal objectivesPrincipal objectives
Fulfill role as principal U.S. center (Tier-1) in the tiered ATLAS (and LHC) 
computing model

o Supply capacity to ATLAS as agreed in the MOU (~23%)

o Guarantee the capability and capacity needed by US ATLAS physics program

Establish a critical mass in computing and software to support ATLAS 
physics analysis at BNL and elsewhere in the U.S.

Contribute to ATLAS software most critical to enabling physics analysis at 
BNL and the U.S.

Provide to U.S. ATLAS physicists expertise and facilities and strengthen 
U.S. ATLAS physics 

Leverage projects outside ATLAS, in particular Open Science Grid (OSG), 
where they can strengthen the BNL and U.S. ATLAS programs
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(US, Canada) Production Statistics (PanDA)

Since November, all available Since November, all available 
CPUCPU’’s occupied (ran out of jobs s occupied (ran out of jobs 
only for few days, plus few days of only for few days, plus few days of 
service outages)service outages)

About 400 TB of original data About 400 TB of original data 
stored at U.S ATLAS Tierstored at U.S ATLAS Tier--1 1 
(includes data generated on other (includes data generated on other 
grids)grids)

Additional ~100 TB of replicas Additional ~100 TB of replicas 
kept at U.S. ATLAS Tier 2 siteskept at U.S. ATLAS Tier 2 sites

Walltime Usage by Successful 
Jobs in CPU days (15 - 31 August)

Westgrid 
T2, 6135, 

4%

SLAC T2, 
16911, 12%

Toronto T2, 
1170, 1%

BNL T1, 
56742, 42%

NE T2, 
15238, 11%MW T2, 

17375, 12%

AGL T2, 
4144, 3%

SW T2, 
21518, 15%

Walltime Days
Successful Jobs
Since Dec 2006

NDGF, 61887, 
8%

EGEE, 
464310, 57%

OSG, (US) 
282278, 35%
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U.S. in the ATLAS Computing Model

BNL TierBNL Tier--1 responsibilities (~10 Tier1 responsibilities (~10 Tier--11’’s total)s total)
Archival shares of raw and reconstructed data, and associated calibration & 
reprocessing

Store and serve 100% of ATLAS reconstruction (ESD), analysis (AOD) and 
physics tag data (TAG)

Physics group level managed production/analysis

Resources dedicated to U.S. physicists: additional per-physicist capacity at 
50% of the level managed centrally by ATLAS

Tier-1 and Tier-2’s both support institutional and individual users
o Primarily end user analysis 

Scale of TierScale of Tier--1 Center1 Center
Authorized Staff of 20 FTE’s
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NE Tier-2

MW Tier-2

GL Tier-2

SW Tier-2

Western
Tier-2

U.S. ATLAS
Tier-1
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Tier-0

CPU 
farm

T1T1
Other 

Tier-1s

disk 
buffer

74 MB/s
6.2 TB/day

70 MB/s
6 TB/day

144 MB/s
13 TB/day

T1T1
Other 

Tier-1s

T1T1
5

Tier-2s

HPSS

disk 
storage

600 MB/s
60 TB/day

78 MB/s
6.8 TB/day

170 MB/s
14 TB/day

90 MB/s
8 TB/day

220 MB/s
19 TB/day 200 MB/s

16 TB/day

Input to BNL
464 MB/s

dCache Write Pools

dCache Read Pools 

Output from 
BNL

290 MB/s

2.5 GB/s
219 TB/day 600 MB/s

60 TB/day

Analysis

Reprocess.

2008

U.S. ATLAS Tier-1 Networking Needs
Mass Storage
(Tape Robots)
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Data Replication Performance in August and September as measured by the 
ATLAS Distributed Data Management Monitoring (ARDA Dashboard)



2 October 20072 October 2007I        M. Ernst                    Physics Department SymposiuI        M. Ernst                    Physics Department Symposiumm 15

M4 Cosmic Run. Data replication within clouds
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100% of data shared by T2s within the cloud

A. Klimentov at WLCG Collaboration Meeting
Victoria, 1 September 2007
http://indico.cern.ch/conferenceTimeTable.py?confId=3578

BNL Cloud

Lyon Cloud

Tier-3 at 
UWM
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Processor Farm Occupancy (RACF)

LeftLeft--hand plot is for late Junehand plot is for late June’’06 to 12/31/0606 to 12/31/06

RightRight--hand plot is for 01/01/07 to 07/03/07hand plot is for 01/01/07 to 07/03/07

Occupancy rose from 83% to 94% between the two periodsOccupancy rose from 83% to 94% between the two periods

Created general queue in 2006 to increase occupancyCreated general queue in 2006 to increase occupancy

NP experiments providing resources to ATLAS and vice versaNP experiments providing resources to ATLAS and vice versa
STAR getting cycles from U.S. ATLAS Tier-1 – ATLAS jobs running on RHIC CPUs

4,200 Job Slots
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7 PB
5.5 PB

Mass Storage System

36 TB/Day

Tertiary Storage Data Volume Tertiary Storage Data Volume 
Automated Magnetic Tape repositories managed by HPSS

Data handling rate by Tape Drives over the past year
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Physical Infrastructure

Have reached limits in all areasHave reached limits in all areas
Without additional space RACF will not be able to accommodate the 
next robot (due in early spring 2008) and the upgrade to processing 
power and disk storage

Reallocation of space to RCF/ACF allows 2008 expansion
o Additional power & cooling is needed each year

Need expansion of space in 2009 and beyond
o Working with ITD, BNL Plant Engineering and BNL Management on a 

plan
Very tight schedule
Progress is not as good as we had hoped for

– Technical and organizational problems

This is our top concern at the momentThis is our top concern at the moment
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Summary

The RHIC and the ATLAS Computing Facility (RACF) serves The RHIC and the ATLAS Computing Facility (RACF) serves 
as the hub and principal center for the user community, with as the hub and principal center for the user community, with 
scalescale--up in proportion to data takingup in proportion to data taking

The RACF at BNL is on track to meet the performance and The RACF at BNL is on track to meet the performance and 
capacity requirements of the RHIC and the ATLAS research capacity requirements of the RHIC and the ATLAS research 
programsprograms

Plans in place to evolve and expand facility services to meet Plans in place to evolve and expand facility services to meet 
expected needsexpected needs

Are based on successful adjustments of technical directions
Remain within the mainstream of NP and HEP computing
Requires agreed and planned for increases in 2008 and beyond

Space, Power & Cooling at the RACF is on the critical pathSpace, Power & Cooling at the RACF is on the critical path
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